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#### Abstract

This paper investigates the online identification problem of binary-valued moving average systems. A stochastic approximation-based algorithm without projections or truncations is proposed. To analyze the convergence property of the algorithm, the distribution tail of the parameter estimate is proved to be exponentially convergent through an auxiliary stochastic process. Under uniform persistent excitations, the almost sure and mean square convergence of the algorithm is obtained. When the step-size coefficient is properly selected, the almost sure and mean square convergence rates are proved to reach $O(\sqrt{\ln \ln k / k})$ and $O(1 / k)$ respectively, where $k$ is the sample size. A numerical example is given to demonstrate the effectiveness of the proposed algorithm and theoretical results.
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## I. INTRODUCTION

Binary-valued systems emerge widely in practice. For example, in automotive and chemical process applications, oxygen sensors are used for evaluating gas oxygen contents [1]-[3]. Inexpensive oxygen sensors are switching types that change their voltage outputs sharply when excess oxygen in the gas is detected. More examples can be seen in genetic association studies [4], [5], radar target recognition [6], and credit scoring [7], etc. The appearance of the above binary-valued sensors brings forward new requirements for identification theory, which is the focus of the paper.

There are some important identification algorithms proposed for binary-valued and finite-valued systems [8]-[14], many of which are offline. Offline methods take full advantage of the statistical property of the finite-valued outputs, and require fewer assumptions than the online ones. However, in some scenarios, for instance, in adaptive control problems, online identification is of great importance, since online identification

[^0]methods need less memory and computation complexity, and can update the parameter estimate quickly [15].

The online identification of binary-valued and finite-valued systems has been investigated under different type inputs [2], [16]-[21], [23]-[34]. For example, [16]-[18] assume the inputs to be independent and identically distributed (i.i.d.), and propose stochastic approximation algorithms with expanding truncations for binary-valued systems. [19] requires i.i.d. inputs, and gives a stochastic gradient-based algorithm. These algorithms are all proved to be convergent almost surely. Besides, [2], [20]-[29] consider periodic inputs, and propose empirical measurement methods. The methods can be applied in infinite impulse response systems and Hammerstein systems with binary-valued observations [23], [28]. [30] and [31] consider uniformly persistently exciting inputs, and design sign-error type identification algorithms. [32]-[34] assume the inputs to be persistently exciting, and propose recursive projection methods.

There are two types of sensors considered in the finitevalued system identification problems. One type sensors are adaptive ones, whose thresholds can be adjusted according to historical data [16], [30], [31]. In the adaptive sensor case, the system outputs provide richer information when the thresholds are properly selected. Another type sensors are fixed ones, whose thresholds are time-invariant [2], [20]-[29], [32]-[34]. Fixed sensors are more common in practical scenarios. A practical example of the fixed finite-valued sensors is the oxygen sensors in automotive and chemical process [1]-[3].

This paper focuses on the binary-valued system identification problem under uniform persistent excitations and fixed binary-valued sensors. The problem has been studied in [32][34], but these works require that the unknown parameter is located in a known compact set. They design projections according to the a priori information on parameter location to ensure the uniform boundedness of the identification algorithms.

We consider the case without any a priori information on the parameter location. In this case, the identification algorithm should have the ability to search unknown parameters in the whole space. Therefore, the projections in [32]-[34] should be removed for the convergence properties, which causes the algorithm to lose the uniform boundedness. This makes it difficult to analyze the convergence properties of the algorithm. To overcome the difficulty, in the periodic input case, [29] calculates the distribution tail of the parameter estimate, that is the probability that the parameter estimate exceeds a certain
compact set. In the non-periodic input case, the distribution of observation sequences does not maintain periodicity and therefore more complex, which makes the distribution tail of the parameter estimate difficult to be calculated.

To solve the difficulty, this paper constructs a stochastic process with averaged observations (SPAO), which builds a bridge between the average of the binary-valued observations and the algorithm. By SPAO, we can utilize the distribution tail of the observation average to estimate the distribution tail of the algorithm.

In the paper, a stochastic approximation-based (SA-based) algorithm without projections or truncations is proposed for the binary-valued moving average (MA) system identification problem. The main contributions of the paper are as follows.
i) A new SA-based identification algorithm without projections is proposed for binary-valued MA systems. Using this algorithm, we can recursively obtain the unknown parameter under uniform persistent excitations without any a priori information on the parameter location. It is the first paper where such a property is derived in the fixed finite-level quantizer and non-periodic deterministic input case.
ii) The convergence properties of the SA-based identification algorithm are established. To be specific, the almost sure convergence and mean square convergence are induced through the exponential convergence of the estimation error distribution tail. Besides, when the step-size coefficient is properly selected, the almost sure convergence rate is proved to be $O(\sqrt{\ln \ln k / k})$, which is firstly achieved among online identification algorithms of stochastic binary-valued systems under non-periodic inputs. Moreover, the mean square convergence rate is proved to be $O(1 / k)$, which is the best mean square convergence rate in theory under binary-valued observations and even accurate ones.
iii) A new constructive methodology is developed for the convergence analysis of binary-valued system identification algorithms. Specially, SPAO is constructed to reveal the connection between the average of the binary-valued observations and the convergence properties of the algorithm. Moreover, the methodology is also shown to be practical for a common class of recursive identification algorithms for binary-valued systems, such as the stochastic gradient-based algorithm [19] and the quasi-Newton type algorithms [33], [34].
The rest of the paper is organized as follows. Section II formulates the identification problem. Section III proposes an SA-based identification algorithm of binary-valued systems. Section IV gives the convergence analysis. Section IV-A constructs an auxiliary stochastic process named SPAO and discusses its property. Based on SPAO, Section IV-B estimates the distribution tail of the estimation error, and gives the almost sure and mean square convergence. Section IV-C and Section IV-D analyze the almost sure and mean square convergence rates, respectively. Section V simulates a numerical example to demonstrate the theoretical results. Section VI gives concluding remarks and future works.

## Notation

In the rest of the paper, $\mathbb{N}, \mathbb{R}$ and $\mathbb{R}^{n}$ denote the sets of natural numbers, real numbers and $n$-dimensional real vectors, respectively. $I_{\{\cdot\}}$ denotes the indicator function, whose value is 1 if its argument (a formula) is true, and 0 , otherwise. $\|x\|$ is the Euclidean norm for vector $x . I_{n}$ is an $n \times n$ identity matrix. $\lfloor x\rfloor$ is the largest integer that is smaller than or equal to $x \in \mathbb{R}$. The positive part of $x$ is denoted as $x^{+}=\max \{x, 0\}$. For square matrices $A_{l}, \ldots, A_{k}$, denote $\prod_{i=l}^{k} A_{i}=A_{k} \cdots A_{l}$ for $k \geq l$. Relations between two series $a_{k}$ and $b_{k}$ are defined as
i) $a_{k}=O\left(b_{k}\right)$ if $a_{k}=c_{k} b_{k}$ for a bounded $c_{k}$;
ii) $a_{k}=o\left(b_{k}\right)$ if $a_{k}=c_{k} b_{k}$ for a $c_{k}$ that converges to 0 .

## II. Problem formulation

Consider the MA system:

$$
\begin{equation*}
y_{k}=\phi_{k}^{\top} \theta+d_{k}, \quad k \geq 1 \tag{1}
\end{equation*}
$$

where $\phi_{k}=\phi\left(u_{k}, u_{k-1}, \ldots, u_{k-\bar{n}+1}\right) \in \mathbb{R}^{n}$ is a regressed function of inputs $u_{k}$ for some $\bar{n}>0, \theta \in \mathbb{R}^{n}$ is the unknown parameter, and $d_{k}$ is the system noise, respectively. The unobserved system output $y_{k}$ is measured by a binary-valued sensor with a fixed threshold $C$, which can be represented by an indicator function

$$
s_{k}=I_{\left\{y_{k} \leq C\right\}}= \begin{cases}1, & y_{k} \leq C  \tag{2}\\ 0, & y_{k}>C\end{cases}
$$

Our goal is to identify the unknown parameter $\theta$ based on the regressed vector $\phi_{k}$ and the binary observation $s_{k}$.
Assumption 1. The sequence $\left\{\phi_{k}, k \geq 1\right\}$ is bounded, i.e.,

$$
\sup _{k \geq 1}\left\|\phi_{k}\right\| \leq M<\infty
$$

and there exist a positive integer $N \geq n$ and a real number $\delta>0$ such that

$$
\begin{equation*}
\frac{1}{N} \sum_{i=k}^{k+N-1} \phi_{i} \phi_{i}^{\top} \geq \delta I_{n}, k \geq 1 \tag{3}
\end{equation*}
$$

Remark 1. The condition (3) is usually called "uniform persistent excitation condition" or "sufficiently rich condition" [32], [35]. Assumption 1 is common in the binary-valued system identification field [31], [32].
Assumption 2. The system noise sequence $\left\{d_{k}, k \geq 1\right\}$ is i.i.d. with zero mean and finite variance, whose distribution and density function are denoted as $F(\cdot)$ and $f(\cdot)$, respectively. The distribution $F(\cdot)$ is Lipschitz continuous, and the density function $f(\cdot)$ satisfies

$$
\begin{equation*}
\inf _{x \in \mathfrak{X}} f(x)>0 \tag{4}
\end{equation*}
$$

for any bounded open set $\mathfrak{X}$.
For simplicity of notation, denote

$$
F_{k}=F\left(C-\phi_{k}^{\top} \theta\right), \quad f_{k}=f\left(C-\phi_{k}^{\top} \theta\right)
$$

Then $\mathbb{E} s_{k}=\mathbb{P}\left\{y_{k} \leq C\right\}=F_{k}$.

Remark 2. Gaussian noise, Laplacian noise and $t$-distribution noise are all examples satisfying Assumption 2. Moreover, if (4) does not hold for the system noise, we can add a dither to the binary sensor [2]. Under Assumption 2, the density function $f(\cdot)$ is bounded because of the Lipschitz continuity of the distribution function $F(\cdot)$.
Remark 3. It will be a more general problem when the noise is Gaussian with an unknown variance $\sigma^{2}$. In this case, we can use the similar technique of [26] to transform the joint identification problem for $\theta$ and $\sigma^{2}$ into the identification problem for a new binary-valued system with known noise variance.

## III. IDENTIFICATION ALGORITHM

This section will propose an SA-based algorithm for the MA system (1) with binary observation (2).

In the viewpoint of SA, the identification problem can be treated as the problem to find the roots of

$$
\mu_{k}(\hat{\theta})=F\left(C-\phi_{k}^{\top} \hat{\theta}\right)-F_{k}, k \geq 1
$$

Because $\theta$ is unknown, $F_{k}$ is unavailable. Besides, $s_{k}$ is available, and its expectation is $F_{k}$. We replace $F_{k}$ with $s_{k}$. Then, based on the SA method [36], the identification algorithm is given as

$$
\hat{\theta}_{k}=\hat{\theta}_{k-1}+\rho_{k} \phi_{k}\left(F\left(C-\phi_{k}^{\top} \hat{\theta}_{k-1}\right)-s_{k}\right)
$$

where $\rho_{k} \in \mathbb{R}$ is the step-size.
Remark 4. In the algorithm design, $F_{k}$ can be replaced with $s_{k}$ because $\left\{s_{k}-F_{k}\right\}$ is a martingale difference sequence with uniformly bounded variances. When the step-size is properly selected, martingale difference noises with uniformly bounded variances will not influence the convergence of SA-based algorithms [36].

Denote $\hat{F}_{k}=F\left(C-\phi_{k}^{\top} \hat{\theta}_{k-1}\right)$. Set $\rho_{k}=\beta / k$, where $\beta>$ 0 is a constant coefficient. Then, the SA-based algorithm is given as follows.

$$
\begin{equation*}
\hat{\theta}_{k}=\hat{\theta}_{k-1}+\frac{\beta \phi_{k}}{k}\left(\hat{F}_{k}-s_{k}\right), \forall k>k_{0} \tag{5}
\end{equation*}
$$

where $k_{0} \in \mathbb{N}$ is the starting point, and the initial value $\hat{\theta}_{k_{0}}$ can be arbitrarily selected in $\mathbb{R}^{n}$.

The observation error $\hat{\theta}_{k}-\theta$ is denoted as $\tilde{\theta}_{k}$.
Remark 5. Algorithm (5) is similar to the recursive projection algorithm proposed in [32]. The main difference is that we do not introduce any projections or truncations in (5). The difference brings major difficulty in the convergence analysis. The convergence analysis of the recursive projection algorithm relies on the fact that if the search region is constrained in a compact set, then there is a uniform positive lower bound for $-\left(\hat{F}_{k}-F_{k}\right) / \phi_{k}^{\top} \tilde{\theta}_{k-1}$. Without any projection, Algorithm (5) can reach every point in the whole space. Then, the infimum of $-\left(\hat{F}_{k}-F_{k}\right) / \phi_{k}^{\top} \tilde{\theta}_{k-1}$ can be arbitrarily close to 0 . To overcome the problem, we should investigate the distribution tail of the algorithm.
Remark 6. The step-size $\rho_{k}$ that converges to 0 is used to reduce the effect of noise $d_{k}$ [36]. In the SA method [36], $\rho_{k}$
should satisfy $\sum_{i=1}^{\infty} \rho_{i}=\infty$ and $\sum_{i=1}^{\infty} \rho_{i}^{2}<\infty$. One of the example is $\rho_{k}=\beta / k$ that is used in (5). Another example is $\rho_{k}=\beta /\left(1+\sum_{i=1}^{k}\left\|\phi_{i}\right\|^{2}\right)$ that is used in [32].
Remark 7. In Algorithm (5), $\hat{F}_{k}$ is used to approximate $s_{k}$ because $\hat{F}_{k}=\mathbb{E}\left[s_{k}(\theta) \mid \theta=\hat{\theta}_{k-1}\right]$. Therefore, in the multiple threshold case with threshold number $q$, Algorithm (5) also works after replacing $\hat{F}_{k}$ with $\mathbb{E}\left[s_{k}^{q}(\theta) \mid \theta=\hat{\theta}_{k-1}\right]$, where $s_{k}^{q}$ is the corresponding observation in $\{0,1, \ldots, q\}$.

## IV. Convergence

This section will focus on the convergence analysis of the algorithm including the distribution tail, almost sure convergence rate and mean square convergence rate. An auxiliary stochastic process is introduced firstly to assist in the analysis.

## A. Stochastic process with averaged observations (SPAO)

This subsection will introduce an auxiliary stochastic process satisfying
i) the trajectory of the stochastic process gradually approaches that of the estimation error $\tilde{\theta}_{k}$;
ii) the convergence property of the stochastic process is easy to analyze compared with that of the algorithm.
The construction is inspired by the idea that $\beta \phi_{k}\left(F_{k}-s_{k}\right)$ can be replaced by the linear combination of $w_{k}$ and $w_{k-1}$, where

$$
\begin{equation*}
w_{k}=\frac{\sum_{i=1}^{k} \beta \phi_{i}\left(F_{i}-s_{i}\right)}{k} \tag{6}
\end{equation*}
$$

i.e.,

$$
\begin{aligned}
\beta \phi_{k}\left(F_{k}-s_{k}\right) & =\sum_{i=1}^{k} \beta \phi_{i}\left(F_{i}-s_{i}\right)-\sum_{i=1}^{k-1} \beta \phi_{i}\left(F_{i}-s_{i}\right) \\
& =k\left(w_{k}-w_{k-1}\right)+w_{k-1}
\end{aligned}
$$

Define $\psi_{k}=\tilde{\theta}_{k}-w_{k}$. Then, by the transformation above,

$$
\begin{gather*}
\psi_{k}=\psi_{k-1}+\frac{\beta \phi_{k}}{k}\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} \psi_{k-1}-\phi_{k}^{\top} w_{k-1}\right)\right. \\
\left.-F\left(C-\phi_{k}^{\top} \theta\right)\right)+\frac{w_{k-1}}{k} \tag{7}
\end{gather*}
$$

The above stochastic process is named as SPAO. With SPAO, the convergence property of the algorithm can be analyzed through that of $w_{k}$.
Remark 8. For general stochastic approximation methods, $w_{k}$ is also used to verify the robustness of the algorithm ([36], Assumption 2.7.3 and Theorem 2.7.1).

To analyze the properties of SPAO $\psi_{k}$, we should firstly estimate the distribution tail of $w_{k}$.
Lemma 1. Let $w_{k}$ be defined in (6), and assume that
i) $\phi_{k} \in \mathbb{R}^{n}$ is bounded;
ii) $s_{k} \in\{0,1\}$ is a binary random variable with expectation $F_{k}$, and the sequence $\left\{s_{k}, k \geq 1\right\}$ is independent.
Then, for any $\varepsilon \in\left(0, \frac{1}{2}\right)$, there exists $m>0$ such that

$$
\mathbb{P}\left\{\sup _{j \geq k} j^{\varepsilon}\left\|w_{j}\right\|>1\right\}=O\left(\exp \left(-m k^{1-2 \varepsilon}\right)\right)
$$

The proof is given in Appendix A.
Next, we give the following lemma to describe the distance between $\psi_{k}$ and the estimation error $\tilde{\theta}_{k}$ in three different senses based on Lemma 1.
Lemma 2. Assume that
i) The system (1) with binary observation (2) satisfies Assumptions 1 and 2;
ii) $w_{k}$ is defined in (6), and $\psi_{k}=\tilde{\theta}_{k}-w_{k}$.

Then, we have
(a) for any $\varepsilon \in\left(0, \frac{1}{2}\right)$, there exists $m>0$ such that $\mathbb{P}\left\{\left\|\tilde{\theta}_{k}-\psi_{k}\right\|>k^{-\varepsilon}\right\}=O\left(\exp \left(-m k^{1-2 \varepsilon}\right)\right) ;$
(b) $\left\|\tilde{\theta}_{k}-\psi_{k}\right\|=O(\sqrt{\ln \ln k / k})$, a.s.;
(c) $\mathbb{E}\left\|\tilde{\theta}_{k}-\psi_{k}\right\|^{2}=O(1 / k)$.

Proof. Since $\tilde{\theta}_{k}-\psi_{k}=w_{k}$, the three parts of the lemma can be obtained immediately from Lemma 1, the law of iterated logarithm ([37], Theorem 10.2.1) and $\mathbb{E}\left\|w_{k}\right\|^{2}=O(1 / k)$, respectively.

Then, by using Lemmas 1 and 2, the following theorem estimates the distribution tail of SPAO $\psi_{k}$.
Theorem 1. Under the condition of Lemma 2, for any $M^{\prime}>0$ and $\varepsilon \in\left(0, \frac{1}{2}\right)$, when $k$ is sufficiently large,

$$
\left\{\left\|\psi_{k}\right\|^{2}<M^{\prime}\right\} \supseteq\left\{\sup _{j \geq\left\lfloor k^{1-\varepsilon}\right\rfloor} j^{\varepsilon}\left\|w_{j}\right\| \leq 1\right\}
$$

Furthermore, there exists $m>0$ such that

$$
\mathbb{P}\left\{\left\|\psi_{k}\right\|^{2} \geq M^{\prime}\right\}=O\left(\exp \left(-m k^{(1-\varepsilon)(1-2 \varepsilon)}\right)\right)
$$

Proof. Set $k_{s}=\left\lfloor k^{1-\varepsilon}\right\rfloor$ and $k_{s}^{\prime}=k-N\left\lfloor\frac{k-k_{s}}{N}\right\rfloor$. It is worth mentioning that $k_{s}^{\prime} \in\left[k_{s}, k_{s}+N-1\right]$, and $k-k_{s}^{\prime}$ is divisible by $N$. Assume that $\sup _{j \geq k_{s}} j^{\varepsilon}\left\|w_{j}\right\| \leq 1$ is true in the rest of the proof. Then, it suffices to prove that $\left\|\psi_{k}\right\|^{2}<M^{\prime}$.

We firstly simplify the recursive formula of $\left\|\psi_{k}\right\|^{2}$. By (7) and the monotonicity and Lipschitz continuity of $F(\cdot)$, for any positive real number $b$, we have

$$
\begin{align*}
&\left\|\psi_{k}\right\|^{2} \\
& \leq\left\|\psi_{k-1}\right\|^{2}+\frac{2 \beta \phi_{k}^{\top} \psi_{k-1}}{k}\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-\phi_{k}^{\top} \psi_{k-1}\right)\right. \\
&\left.-F\left(C-\phi_{k}^{\top} \theta\right)\right)+\frac{2 \psi_{k-1}^{\top} w_{k-1}}{k}+\frac{\left(\beta\left\|\phi_{k}\right\|+\left\|w_{k-1}\right\|\right)^{2}}{k^{2}} \\
&=\left\|\psi_{k-1}\right\|^{2}+\frac{2 \beta \phi_{k}^{\top} \psi_{k-1}}{k}\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-\phi_{k}^{\top} \psi_{k-1}\right)\right. \\
&\left.\quad-F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}\right)\right)+O\left(k^{-1-\varepsilon / 2}\right) \\
& \leq\left\|\psi_{k-1}\right\|^{2}+\frac{2 \beta \phi_{k}^{\top} \psi_{k-1}}{k}\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-b\right)\right. \\
&\left.\quad-F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}\right)\right) I_{\left\{\phi_{k}^{\top} \psi_{k-1} \geq b\right\}} \\
&+\frac{2 \beta \phi_{k}^{\top} \psi_{k-1}}{k}\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}+b\right)\right. \\
&+O\left(k^{-1-\varepsilon / 2}\right) .
\end{align*}
$$

By Assumption 2 and the boundedness of $C-\phi_{k}^{\top} \theta-$ $\phi_{k}^{\top} w_{k-1}$, there exists $B>0$ such that

$$
\begin{aligned}
& -2 \beta\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-b\right)\right. \\
& \left.\quad-F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}\right)\right)>B \\
& 2 \beta\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}+b\right)\right. \\
& \left.-F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}\right)\right)>B
\end{aligned}
$$

which together with (8) implies
$\left\|\psi_{k}\right\|^{2} \leq\left\|\psi_{k-1}\right\|^{2}-\frac{B\left|\phi_{k}^{\top} \psi_{k-1}\right|}{k} I_{\left\{\left|\phi_{k}^{\top} \psi_{k-1}\right| \geq b\right\}}+O\left(k^{-1-\varepsilon / 2}\right)$.
Set $b=\frac{\sqrt{\delta M^{\prime}}}{2}$. Then, we have

$$
\begin{align*}
& \left\|\psi_{k+N}\right\|^{2} \\
\leq & \left\|\psi_{k}\right\|^{2}-\sum_{i=k+1}^{k+N} \frac{B\left|\phi_{i}^{\top} \psi_{i-1}\right|}{i} I_{\left\{\left|\phi_{i}^{\top} \psi_{i-1}\right| \geq \frac{\sqrt{\delta M^{\prime}}}{2}\right\}} \\
& +\sum_{i=k+1}^{k+N} O\left(i^{-1-\varepsilon / 2}\right) \tag{9}
\end{align*}
$$

By (6), (7) and Assumption 1,

$$
\begin{align*}
& \left\|\psi_{k}-\psi_{k-1}\right\| \leq \frac{1}{k}\left(2 \beta\left\|\phi_{k}\right\|+\left\|w_{k-1}\right\|\right) \\
\leq & \frac{1}{k}(2 \beta M+2 \beta M)=\frac{4 \beta M}{k} . \tag{10}
\end{align*}
$$

Note that $M^{\prime}>0$. Then, by Lemma A. 2 , when $k$ is sufficiently large, there exists $k^{\prime} \in[k+1, k+N]$ such that

$$
\left|\phi_{k^{\prime}}^{\top} \psi_{k^{\prime}-1}\right| \geq \sqrt{\frac{\delta}{2}}\left\|\psi_{k}\right\| I_{\left\{\left\|\psi_{k}\right\|^{2} \geq \frac{M^{\prime}}{2}\right\}}
$$

which implies

$$
\begin{align*}
& \left\{\left|\phi_{k^{\prime}}^{\top} \psi_{k^{\prime}-1}\right| \geq \frac{\sqrt{\delta M^{\prime}}}{2}\right\} \\
\supseteq & \left\{\sqrt{\frac{\delta}{2}}\left\|\psi_{k}\right\| \geq \frac{\sqrt{\delta M^{\prime}}}{2}\right\} \cap\left\{\left\|\psi_{k}\right\|^{2} \geq \frac{M^{\prime}}{2}\right\} \\
\supseteq & \left\{\left\|\psi_{k}\right\|^{2} \geq \frac{M^{\prime}}{2}\right\} \tag{11}
\end{align*}
$$

Then, by (9) and (11),

$$
\begin{align*}
& \left\|\psi_{k+N}\right\|^{2} \\
\leq & \left\|\psi_{k}\right\|^{2}-\frac{B\left|\phi_{k^{\prime}}^{\top} \psi_{k^{\prime}-1}\right|}{k+N} I_{\left\{\left|\phi_{k^{\prime}}^{\top} \psi_{k^{\prime}-1}\right| \geq \frac{\sqrt{\delta M^{\prime}}}{2}\right\}}+O\left(k^{-1-\varepsilon / 2}\right) \\
\leq & \left\|\psi_{k}\right\|^{2}-\frac{B \sqrt{\delta}}{\sqrt{2}} \frac{\left\|\psi_{k}\right\|}{k+N} I_{\left\{\left\|\psi_{k}\right\|^{2} \geq \frac{M^{\prime}}{2}\right\}}+O\left(k^{-1-\varepsilon / 2}\right) .(12) \tag{12}
\end{align*}
$$

Hence, when $k=k_{s}^{\prime}+N(t-1)$, we have

$$
\begin{align*}
& \left\|\psi_{k_{s}^{\prime}+N t}\right\|^{2} \\
\leq & \left.\left\|\psi_{k_{s}^{\prime}+N(t-1)}\right\|^{2}-\frac{B \sqrt{\delta}}{\sqrt{2}} \frac{\left\|\psi_{k_{s}^{\prime}+N(t-1)}\right\|}{k_{s}^{\prime}+N t} I_{\left\{\left\|\psi_{k_{s}^{\prime}+N t}\right\|^{2} \geq \frac{M^{\prime}}{2}\right.}\right\} \\
& +O\left(\left(k_{s}^{\prime}+N t\right)^{-1-\varepsilon / 2}\right) . \tag{13}
\end{align*}
$$

$$
\begin{aligned}
& \text { Since } \lim _{k \rightarrow \infty} k_{s}^{\prime}=\infty \text {, we have } \\
& \qquad \lim _{k \rightarrow \infty} \sum_{t=1}^{\infty}\left(k_{s}^{\prime}+N t\right)^{-1-\varepsilon / 2}=0 .
\end{aligned}
$$

Then, by (13) and Lemma A. 3 in Appendix A, when $k$ is sufficiently large, we have

$$
\left\|\psi_{k}\right\|^{2}=\left\|\psi_{k_{s}^{\prime}+N\left\lfloor\frac{k-\left\lfloor k^{1-\varepsilon\rfloor}\right\rfloor}{N}\right\rfloor}\right\|^{2}<\max \left\{M^{\prime}, \Delta_{k}^{2}+\frac{M^{\prime}}{2}\right\}
$$

where

$$
\Delta_{k}=\left(\left\|\psi_{k_{s}^{\prime}}\right\|-\frac{B \sqrt{\delta}}{2 \sqrt{2} N} \ln \left(\frac{\left\lfloor\frac{k-\left\lfloor k^{1-\varepsilon}\right\rfloor}{N}\right\rfloor+\frac{k_{s}^{\prime}}{N}+1}{\frac{k_{s}^{\prime}}{N}+1}\right)\right)^{+}
$$

Note that $\ln \left(\frac{\left\lfloor\left(k-\left\lfloor k^{1-\varepsilon}\right\rfloor\right) / N\right\rfloor+k_{s}^{\prime} / N+1}{k_{s}^{\prime} / N+1}\right)$ is of the same order as $\ln k$ since $k_{s}^{\prime}=O\left(k^{1-\varepsilon}\right)$. And, by Corollary A. 2 in Appendix A, it holds that $\psi_{k_{s}^{\prime}}=O(\sqrt{\ln k})$. Then, when $k$ is sufficiently large, $\Delta_{k}=0$ and $\left\|\psi_{k}\right\|^{2}<M^{\prime}$, which proves the theorem.

Remark 9. The distribution tail estimation of SPAO $\psi_{k}$ in Theorem 1 can be promoted to Theorem A. 1 in Appendix A. Remark 10. It is worth noting that the constructed SPAO can not only be adapted to Algorithm (5), but also can be extended to a class of identification algorithms of the binary-valued systems. The details are given in Appendix B.

## B. Estimate of the distribution tail

In this subsection, the distribution tail of the estimation error will be estimated.
Theorem 2. If the system (1) with binary observations (2) satisfies Assumptions 1 and 2, then for any $M^{\prime}>0$ and $\varepsilon>0$, there exists $m>0$ such that

$$
\mathbb{P}\left\{\sup _{j \geq k}\left\|\tilde{\theta}_{j}\right\|^{2} \geq M^{\prime}\right\}=O\left(\exp \left(-m k^{1-\varepsilon}\right)\right)
$$

Proof. Reminding that $\tilde{\theta}_{k}=\psi_{k}+w_{k}$, by Theorem 1, for sufficiently large $k$, we have

$$
\begin{aligned}
& \left\{\sup _{j \geq\left\lfloor k^{1-\varepsilon}\right\rfloor} j^{\varepsilon}\left\|w_{j}\right\| \leq 1\right\} \\
\subseteq & \left\{\left\|\psi_{k}\right\|^{2}<\frac{M^{\prime}}{4}\right\} \cap\left\{\left\|w_{k}\right\|^{2} \leq \frac{M^{\prime}}{4}\right\} \subseteq\left\{\left\|\tilde{\theta}_{k}\right\|^{2}<M^{\prime}\right\},
\end{aligned}
$$

and hence,

$$
\begin{aligned}
\left\{\sup _{j \geq k}\left\|\tilde{\theta}_{j}\right\|^{2} \geq M^{\prime}\right\} & \subseteq \bigcup_{j \geq k}\left\{\sup _{j_{0} \geq\left\lfloor j^{1-\varepsilon}\right\rfloor} j_{0}^{\varepsilon}\left\|w_{j_{0}}\right\|>1\right\} \\
& =\left\{\sup _{j \geq\left\lfloor k^{1-\varepsilon}\right\rfloor} j^{\varepsilon}\left\|w_{j}\right\|>1\right\}
\end{aligned}
$$

So, by Lemma 1,

$$
\mathbb{P}\left\{\sup _{j \geq k}\left\|\tilde{\theta}_{j}\right\|^{2} \geq M^{\prime}\right\}=O\left(\exp \left(-m k^{(1-\varepsilon)(1-2 \varepsilon)}\right)\right)
$$

Thus, the theorem can be proved by the arbitrariness of $\varepsilon$.

Remark 11. Theorem 2 estimates the distribution tail of the estimation error $\tilde{\theta}_{k}$. For the convergence analysis of identification algorithms, the existing works are usually interested in the asymptotic properties of the estimation error distribution. For example, the asymptotic normality of $\rho_{k}^{-1 / 2} \tilde{\theta}_{k}$ is given for general stochastic approximation algorithms under different conditions ([36], Section 3.3 and [38]). For the finite-valued system with i.i.d. inputs and designable quantizers, [19] also analyzes the asymptotic normality of the algorithm. Compared with the asymptotic normality, Theorem 2 weakens the description of the estimate distribution in the neighborhood of $\theta$, but gives a better description on the exponential tail of the estimation error. This helps to obtain the almost sure and mean square convergence of the algorithm.
Theorem 3. Under the condition of Theorem 2, Algorithm (5) converges to $\theta$ in both almost sure and mean square sense.
Proof. The almost sure convergence can be immediately obtained by Theorem 2.

By Theorem 2 and Corollary A. 1 in Appendix A, for any $M^{\prime}>0$ and $\varepsilon>0$, there exists $m>0$ such that

$$
\begin{aligned}
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} & =\int_{\left\{\left\|\tilde{\theta}_{k}^{2}\right\|<M^{\prime}\right\}}\left\|\tilde{\theta}_{k}\right\|^{2} \mathrm{~d} \mathbb{P}+\int_{\left\{\left\|\tilde{\theta}_{k}^{2}\right\| \geq M^{\prime}\right\}}\left\|\tilde{\theta}_{k}\right\|^{2} \mathrm{~d} \mathbb{P} \\
& <M^{\prime}+O\left(\ln k \cdot \exp \left(-m k^{1-\varepsilon}\right)\right)=M^{\prime}+o(1)
\end{aligned}
$$

Thus, the mean square convergence can be obtained by the arbitrariness of $M^{\prime}$.

Remark 12. When the inputs are periodic, the mean square convergence of the empirical measurement method without truncation is also proved by the estimation of the distribution tail [29]. The distribution tail of the estimate is relatively easy to be obtained for the empirical measurement method, because there is a direct connection between the average of the binaryvalued observations and the distribution tail. But, in the SAbased algorithm, the relationship is much more complicated. Therefore, SPAO is constructed to reveal the connection.

## C. Almost sure convergence rate

This subsection will estimate the almost sure convergence rate of the SA-based algorithm.

Before the analysis, we define

$$
\begin{equation*}
\underline{f}(x)=\sup _{z>M\|\theta\|+x} \inf _{t \in[C-z, C+z]} f(t)>0, \quad \forall x \geq 0 \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{f}=\underline{f}(0) . \tag{15}
\end{equation*}
$$

The convergence rate of the algorithm depends on $\underline{f}$.
Remark 13. Under Assumption 2, $\underline{f}$ is the lower bound of $f\left(C-\phi_{k}^{\top} \theta\right)$ for all possible regressors $\phi_{k}$. The following lemma gives properties of $\underline{f}(\cdot)$ and $\underline{f}$.
Lemma 3. Under Assumption 2, $\underline{f}(\cdot)$ and $\underline{f}$ have the following properties.
(a) $\underline{f}(\cdot)$ is non-increasing and right continuous;
(b) $\lim _{x \rightarrow 0} \underline{f}(x)=\underline{f}$;
(c) $\underline{f}(x) \leq \inf _{t \in[C-M\|\theta\|-x, C+M\|\theta\|+x]} f(t)$;
(d) If, in addition, $f(\cdot)$ is locally Lipschitz continuous, then so is $f(\cdot)$.
The proof is given in Appendix A.
The almost sure convergence rate of the algorithm can be achieved through that of $\psi_{k}$.
Theorem 4. Under the condition of Lemma 2, for any $\varepsilon>0$, we have

$$
\psi_{k}=\left\{\begin{array}{ll}
O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta>\frac{1}{2}  \tag{16}\\
O\left(\frac{1}{k^{\eta-\varepsilon}}\right), & \eta \leq \frac{1}{2}
\end{array} \quad \text { a.s. },\right.
$$

where $\eta=\beta \delta \underline{f}$ with $\underline{f}$ defined in (15). If $f(\cdot)$ is assumed to be locally Lipschitz continuous, then the almost sure convergence rate can be promoted into

$$
\psi_{k}= \begin{cases}O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta>\frac{1}{2}  \tag{17}\\ O\left(\ln k \sqrt{\frac{\ln \ln k}{k}}\right), & \eta=\frac{1}{2} ; \quad \text { a.s. } \\ O\left(\frac{1}{k^{\eta}}\right), & \eta<\frac{1}{2}\end{cases}
$$

Proof. The proof is based on Lemma A. 5 in Appendix A.
For the proof of (16), we firstly simplify the recursive formula of $\left\|\psi_{k}\right\|$. By Assumption 2, $F(\cdot)$ is Lipschitz continuous, which implies $\sup _{x \in \mathbb{R}} f(x)<\infty$. Then, in (7), by Lagrange mean value theorem ([39], Theorem 5.3.1), there exist $\xi_{k}$ between $C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} \psi_{k-1}$ and $C-\phi_{k}^{\top} \theta$, and $\xi_{k}^{\prime}$ between $C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-\phi_{k}^{\top} \psi_{k-1}$ and $C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} \psi_{k-1}$ such that

$$
\begin{align*}
& F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-\phi_{k}^{\top} \psi_{k-1}\right)-F\left(C-\phi_{k}^{\top} \theta\right) \\
= & F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-\phi_{k}^{\top} \psi_{k-1}\right) \\
& -F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} \psi_{k-1}\right) \\
& +F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} \psi_{k-1}\right)-F\left(C-\phi_{k}^{\top} \theta\right) \\
= & f\left(\xi_{k}^{\prime}\right) \phi_{k}^{\top} w_{k-1}+f\left(\xi_{k}\right) \phi_{k}^{\top} \psi_{k-1} \\
= & f\left(\xi_{k}\right) \phi_{k}^{\top} \psi_{k-1}+O\left(w_{k-1}\right) . \tag{18}
\end{align*}
$$

Then, by the law of iterated logarithm ([37], Theorem 10.2.1),

$$
\begin{aligned}
& F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} w_{k-1}-\phi_{k}^{\top} \psi_{k-1}\right)-F_{k} \\
= & f\left(\xi_{k}\right) \phi_{k}^{\top} \psi_{k-1}+O\left(\sqrt{\frac{\ln \ln k}{k}}\right), \text { a.s. }
\end{aligned}
$$

which together with (7) implies

$$
\psi_{k}=\left(I_{n}-\frac{\beta f\left(\xi_{k}\right)}{k} \phi_{k} \phi_{k}^{\top}\right) \psi_{k-1}+O\left(\sqrt{\frac{\ln \ln k}{k^{3}}}\right)
$$

Note that except for the first few steps, we have

$$
\begin{align*}
& \left\|\prod_{i=k-N+1}^{k}\left(I_{n}-\frac{\beta f\left(\xi_{i}\right)}{i} \phi_{i} \phi_{i}^{\top}\right)\right\| \\
\leq & \left\|I_{n}-\frac{\beta}{k} \sum_{i=k-N+1}^{k} f\left(\xi_{i}\right) \phi_{i} \phi_{i}^{\top}\right\|+O\left(\frac{1}{k^{2}}\right) \\
\leq & \left\|I_{n}-\frac{\beta}{k} \underline{f}\left(\max _{k-N<i \leq k}\left|\phi_{i}^{\top} \psi_{i-1}\right|\right) \sum_{i=k-N+1}^{k} \phi_{i} \phi_{i}^{\top}\right\|+O\left(\frac{1}{k^{2}}\right) \\
\leq & \left(1-\frac{\beta \delta N}{k} \underline{f}\left(\max _{k-N<i \leq k}\left|\phi_{i}^{\top} \psi_{i-1}\right|\right)\right)+O\left(\frac{1}{k^{2}}\right) \tag{19}
\end{align*}
$$

where $\underline{f}(\cdot)$ is defined in (14). Denote

$$
\underline{f}_{k \mid N}=\underline{f}\left(\max _{k-N<i \leq k}\left|\phi_{i}^{\top} \psi_{i-1}\right|\right) .
$$

Then, we have
$\left\|\psi_{k}\right\| \leq\left(1-\frac{\beta \delta N}{k} \underline{f}_{k \mid N}\right)\left\|\psi_{k-N}\right\|+O\left(\sqrt{\frac{\ln \ln k}{k^{3}}}\right)$,
a.s.

By (b) of Lemma 3, $\lim _{k \rightarrow \infty} \underline{f}_{k \mid N}=\underline{f}$ almost surely. Then, there exists $\varepsilon_{1} \in\left(0, \min \left\{\eta-\frac{1}{2}, \varepsilon\right\}\right)$ if $\eta>\frac{1}{2}$, and $\varepsilon_{1} \in$ $(0, \min \{\eta, \varepsilon\})$ otherwise. Therefore, there almost surely exists $k_{a}$ such that for all $k \geq k_{a}$, we have $\beta \delta \underline{f}_{k \mid N}>\beta \delta \underline{f}-\varepsilon_{1}=$ $\eta-\varepsilon_{1}$, and thus by (20),
$\left\|\psi_{k}\right\| \leq\left(1-\frac{N}{k}\left(\eta-\varepsilon_{1}\right)\right)\left\|\psi_{k-N}\right\|+O\left(\sqrt{\frac{\ln \ln k}{k^{3}}}\right)$,
a.s.

If $k-k_{a}$ is divisible by $N$, then by Lemma A. 5 in Appendix A, one can get

$$
\begin{aligned}
& \left\|\psi_{k}\right\| \\
\leq & \prod_{i=1}^{\frac{k-k_{a}}{N}}\left(1-\frac{N\left(\eta-\varepsilon_{1}\right)}{k_{a}+i N}\right)\left\|\psi_{k_{a}}\right\| \\
& +O\left(\sum_{l=1}^{\frac{k-k_{a}}{N}} \prod_{i=l+1}^{\frac{k-k_{a}}{N}}\left(1-\frac{N\left(\eta-\varepsilon_{1}\right)}{k_{a}+i N}\right) \sqrt{\frac{\ln \ln \left(k_{a}+l N\right)}{\left(k_{a}+l N\right)^{3}}}\right) \\
= & O\left(\frac{1}{k^{\eta-\varepsilon_{1}}}\right) \\
& +O\left(\sum_{l=1}^{\frac{k-k_{a}}{N}} \frac{\prod_{i=l+1}^{N}}{\sum_{a}}\left(1-\frac{N\left(\eta-\varepsilon_{1}\right)}{k_{a}+i N}\right) \sqrt{\frac{\ln \ln (l+2)}{l^{3}}}\right) \\
= & \begin{cases}O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta-\varepsilon_{1}>\frac{1}{2} ; \\
O\left(\ln k \sqrt{\frac{\ln \ln k}{k}}\right), & \eta-\varepsilon_{1}=\frac{1}{2} ; \\
O\left(\frac{1}{k^{\eta-\varepsilon_{1}}}\right), & \eta-\varepsilon_{1}<\frac{1}{2},\end{cases}
\end{aligned}
$$

By the settings of $\varepsilon_{1}$, we have $\varepsilon_{1} \leq \varepsilon$, and $\eta-\varepsilon_{1}>\frac{1}{2}$ if and only if $\eta>\frac{1}{2}$. Therefore,

$$
\left\|\psi_{k}\right\|=\left\{\begin{array}{lll}
O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta>\frac{1}{2} ; & \text { a.s. }  \tag{21}\\
O\left(\frac{1}{k^{\eta-\varepsilon}}\right), & \eta \leq \frac{1}{2},
\end{array}\right.
$$

If $k-k_{a}$ is not divisible by $N$, then there exists an integer $\kappa \in[k-N+1, k]$ such that $\kappa-k_{a}$ is divisible by $N$. By (10), $\left\|\psi_{k}-\psi_{\kappa}\right\| \leq \sum_{i=\kappa+1}^{k}\left\|\psi_{i}-\psi_{i-1}\right\| \leq \frac{4 \beta M(k-\kappa-1)}{k} \leq$ $\frac{4 \beta M N}{k}$. Hence, by (21),

$$
\begin{aligned}
& \left\|\psi_{k}\right\|=\left\|\psi_{k}-\psi_{\kappa}\right\|+\left\|\psi_{\kappa}\right\| \\
= & \left\{\begin{array}{ll}
O\left(\sqrt{\frac{\ln \ln k}{k}}\right)+O\left(\frac{1}{k}\right), & \eta>\frac{1}{2} ; \\
O\left(\frac{1}{k^{\eta-\varepsilon}}\right)+O\left(\frac{1}{k}\right), & \eta \leq \frac{1}{2},
\end{array} \quad\right. \text { a.s. } \\
= & \begin{cases}O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta>\frac{1}{2} ; \\
O\left(\frac{1}{k^{\eta-\varepsilon}}\right), & \eta \leq \frac{1}{2},\end{cases}
\end{aligned}
$$

(16) is thereby proved.

Then, we now prove (17). For sufficiently large $k$,

$$
\begin{equation*}
1-\frac{\beta \delta N}{k} \underline{f}_{k \mid N} \leq\left(1+\frac{\beta \delta N}{k}\left(\underline{f}-\underline{f}_{k \mid N}\right)\right)\left(1-\frac{\beta \delta N}{k} \underline{f}\right) . \tag{22}
\end{equation*}
$$

which together with (20) implies

$$
\begin{align*}
& \left\|\psi_{k}\right\| / \prod_{i=N+1}^{k}\left(1+\frac{\beta \delta N}{i}\left(\underline{f}-\underline{f}_{i \mid N}\right)\right) \\
\leq & \left(1-\frac{N \eta}{k}\right)\left\|\psi_{k-N}\right\| / \prod_{i=N+1}^{k-N}\left(1+\frac{\beta \delta N}{i}\left(\underline{f}-\underline{f}_{i \mid N}\right)\right) \\
& +O\left(\sqrt{\frac{\ln \ln k}{k^{3}}}\right), \quad \text { a.s. } \tag{23}
\end{align*}
$$

By (16) and (d) of Lemma 3, $\underline{f}-\underline{f}_{i \mid N}$ converges to 0 at a polynomial rate. Hence, we have

$$
\prod_{i=N+1}^{\infty}\left(1+\frac{\beta \delta N}{i}\left(\underline{f}-\underline{f}_{i \mid N}\right)\right)<\infty
$$

Then, (17) can be proved by (23) and Lemma A.5.
Then, the almost sure convergence rate of the algorithm can be obtained by Theorem 4.
Theorem 5. Under the condition of Theorem 2, for any $\varepsilon>0$,

$$
\tilde{\theta}_{k}=\left\{\begin{array}{ll}
O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta>\frac{1}{2} \\
O\left(\frac{1}{k^{\eta-\varepsilon}}\right), & \eta \leq \frac{1}{2}
\end{array} \quad\right. \text { a.s }
$$

where $\eta=\beta \delta \underline{f}$ with $\underline{f}$ defined in (15). If the density function $f(\cdot)$ is assumed to be locally Lipschitz continuous, then the almost sure convergence rate can be promoted into

$$
\tilde{\theta}_{k}= \begin{cases}O\left(\sqrt{\frac{\ln \ln k}{k}}\right), & \eta>\frac{1}{2} \\ O\left(\ln k \sqrt{\frac{\ln \ln k}{k}}\right), & \eta=\frac{1}{2} ; \\ O\left(\frac{1}{k^{\eta}}\right), & \eta<\frac{1}{2}\end{cases}
$$

Proof. The theorem can be obtained by Lemma 2 and Theorem 4.

Remark 14. By Theorem 5, the algorithm may not achieve the optimal almost sure convergence rate when the coefficient $\eta$ is smaller than $1 / 2$. Since $\eta=\beta \delta \underline{f}$, the convergence rate of the algorithm depends on the step-size, the inputs, the noise distribution and the relationship between the threshold $C$ and $M\|\theta\|$. However, $M\|\theta\|$ relies on the true parameter $\theta$. Thus, the almost sure convergence rate of Algorithm (5) cannot be known without a priori information on $\theta$. The problem can be solved if the step-size is designed as $\rho_{k}=\beta_{k} / k$, where

$$
\beta_{k}>1 /\left(2 \delta \sup _{z>M\left\|\hat{\theta}_{k}\right\|} \inf _{t \in[C-z, C+z]} f(t)\right)
$$

The analysis for the modified algorithm is similar to the algorithm with time-invariant $\beta$.

Remark 15. For the identification problem of stochastic finitevalued systems, $O(\sqrt{\ln \ln k / k})$ is the best almost sure convergence rate. In the periodic input case, the empirical measurement algorithm in [2] generates a maximum likelihood estimate ([10], Lemma 4). The almost sure convergence rate of the empirical measurement algorithm is $O(\sqrt{\ln \ln k / k})$ [23]. In the non-periodic input case, Theorem 5 appears to be the first to achieve the almost sure convergence rate of $O(\sqrt{\ln \ln k / k})$ theoretically. [32] achieves the almost sure convergence rate of $O(\sqrt{\ln k / k})$ for the recursive projection method. And, the almost sure convergence rate of stochastic approximation algorithms with expanding truncations is $O\left(1 / k^{\varepsilon}\right)$ for $\varepsilon \in(0,1 / 2)$ [17]. When properly selecting $\beta$, the almost sure convergence rate of Algorithm (5) is better than both of them.

## D. Mean square convergence rate

This subsection will estimate the mean square convergence rate of the SA-based algorithm.
Theorem 6. Under the condition of Theorem 2, for any $\varepsilon>0$,

$$
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2}= \begin{cases}O\left(\frac{1}{k}\right), & \eta>\frac{1}{2}  \tag{24}\\ O\left(\frac{1}{k^{2 \eta-\varepsilon}}\right), & \eta \leq \frac{1}{2}\end{cases}
$$

where $\eta=\beta \delta \underline{f}$ with $\underline{f}$ defined in (15). If $f(\cdot)$ is assumed to be locally $\overline{\text { Lipschitz }}$ continuous, then the mean square convergence rate can be promoted into

$$
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2}= \begin{cases}O\left(\frac{1}{k}\right), & \eta>\frac{1}{2}  \tag{25}\\ O\left(\frac{\ln k}{k}\right), & \eta=\frac{1}{2} \\ O\left(\frac{1}{k^{2 \eta}}\right), & \eta<\frac{1}{2}\end{cases}
$$

Proof. To prove (24), we firstly simplify the recursive formula of $\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2}$.

By (5) and the Lagrange mean value theorem ([39], Theorem 5.3.1), there exists $\zeta_{k}$ between $C-\phi_{k}^{\top} \theta$ and $C-\phi_{k}^{\top} \theta-$ $\phi_{k}^{\top} \tilde{\theta}_{k-1}$ such that

$$
\begin{aligned}
\tilde{\theta}_{k}= & \tilde{\theta}_{k-1}+\frac{\beta \phi_{k}}{k}\left(\hat{F}_{k}-F_{k}\right)+\frac{\beta \phi_{k}}{k}\left(F_{k}-s_{k}\right) \\
= & \left(I_{n}-\frac{\beta}{k} f\left(\zeta_{k}\right) \phi_{k} \phi_{k}^{\top}\right) \tilde{\theta}_{k-1}+\frac{\beta \phi_{k}}{k}\left(F_{k}-s_{k}\right) \\
= & \prod_{i=k-N+1}^{k}\left(I_{n}-\frac{\beta}{i} f\left(\zeta_{i}\right) \phi_{i} \phi_{i}^{\top}\right) \tilde{\theta}_{k-N} \\
& +\sum_{l=k-N+1}^{k} \prod_{i=l+1}^{k}\left(I_{n}-\frac{\beta}{i} f\left(\zeta_{i}\right) \phi_{i} \phi_{i}^{\top}\right) \frac{\beta \phi_{l}}{l}\left(F_{l}-s_{l}\right) \\
= & \prod_{i=k-N+1}^{k}\left(I_{n}-\frac{\beta}{i} f\left(\zeta_{i}\right) \phi_{i} \phi_{i}^{\top}\right) \tilde{\theta}_{k-N} \\
& +\sum_{l=k-N+1}^{k} \frac{\beta \phi_{l}}{l}\left(F_{l}-s_{l}\right)+O\left(\frac{1}{k^{2}}\right) .
\end{aligned}
$$

Similar to (19), except for the first few steps, we have

$$
\begin{aligned}
& \left\|\prod_{i=k-N+1}^{k}\left(I_{n}-\frac{\beta f\left(\zeta_{i}\right)}{i} \phi_{i} \phi_{i}^{\top}\right)\right\| \\
\leq & \left(1-\frac{\beta \delta N}{k} \underline{f}_{k \mid N}^{\prime}\right)+O\left(\frac{1}{k^{2}}\right),
\end{aligned}
$$

where $\underline{f}_{k \mid N}^{\prime}=\underline{f}\left(\max _{k-N<i \leq k}\left|\phi_{i}^{\top} \tilde{\theta}_{i-1}\right|\right)$, and $\underline{f}(\cdot)$ is defined in (14). Besides, noticing that $\tilde{\theta}_{k-N}$ is independent of $\sum_{l=N+1}^{k} \frac{\beta \phi_{l}}{l}\left(F_{l}-s_{l}\right)$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left(\sum_{l=k-N+1}^{k} \frac{\beta \phi_{l}}{l}\left(F_{l}-s_{l}\right)\right)^{\top}\right. \\
& \left.\cdot \prod_{i=k-N+1}^{k}\left(I_{n}-\frac{\beta}{i} f\left(\zeta_{i}\right) \phi_{i} \phi_{i}^{\top}\right) \tilde{\theta}_{k-N}\right] \\
= & \mathbb{E}\left[\left(\sum_{l=k-N+1}^{k} \frac{\beta \phi_{l}}{l}\left(F_{l}-s_{l}\right)\right)^{\top}\right. \\
& \left.\cdot\left(\prod_{i=k-N+1}^{k}\left(I_{n}-\frac{\beta}{i} f\left(\zeta_{i}\right) \phi_{i} \phi_{i}^{\top}\right)-I_{n}\right) \tilde{\theta}_{k-N}\right] \\
= & O\left(\frac{1}{k^{2}}\right) .
\end{aligned}
$$

Therefore, for sufficiently large $k$, one can get

$$
\begin{equation*}
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} \leq \mathbb{E}\left[\left(1-\frac{\beta \delta N}{k} \underline{f}_{k \mid N}^{\prime}\right)^{2}\left\|\tilde{\theta}_{k-N}\right\|^{2}\right]+O\left(\frac{1}{k^{2}}\right) \tag{26}
\end{equation*}
$$

By Theorem 2 and (b) of Lemma 3, $\mathbb{P}\left\{\underline{f}_{k \mid N}^{\prime}<\underline{f}-\frac{\varepsilon}{2 \beta \delta}\right\}=$ $O\left(\exp \left(-m k^{1 / 2}\right)\right)$. Hence, by Corollary A. 1 in Appendix A, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left(1-\frac{\beta \delta N}{k} \underline{f}_{k \mid N}^{\prime}\right)^{2}\left\|\tilde{\theta}_{k-N}\right\|^{2}\right] \\
\leq & \int_{\left\{\underline{f}_{k \mid N}^{\prime} \geq \underline{f-\frac{\varepsilon}{2 \beta \delta}}\right\}}\left(1-\frac{N}{k}\left(\eta-\frac{\varepsilon}{2}\right)\right)^{2}\left\|\tilde{\theta}_{k-N}\right\|^{2} \mathrm{~d} \mathbb{P} \\
& +\int_{\left\{\underline{f}_{k \mid N}^{\prime}<\underline{f}-\frac{\varepsilon}{2 \beta \delta}\right\}}\left\|\tilde{\theta}_{k-N}\right\|^{2} \mathrm{~d} \mathbb{P} \\
= & \left(1-\frac{N}{k}\left(\eta-\frac{\varepsilon}{2}\right)\right)^{2} \mathbb{E}\left\|\tilde{\theta}_{k-N}\right\|^{2} \\
& +O\left(\ln k \cdot \exp \left(-m k^{1 / 2}\right)\right)
\end{aligned}
$$

Substituting the above estimate into (26) gives

$$
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} \leq\left(1-\frac{N}{k}\left(\eta-\frac{\varepsilon}{2}\right)\right)^{2} \mathbb{E}\left\|\tilde{\theta}_{k-N}\right\|^{2}+O\left(\frac{1}{k^{2}}\right)
$$

Thus, (24) can be proved by Lemma A. 5 in Appendix A.
Then, we prove (25). Similar to (22), for sufficiently large $k$,
$1-\frac{\beta \delta N}{k} \underline{f}_{k \mid N}^{\prime} \leq\left(1+\frac{\beta \delta N}{k}\left(\underline{f}-\underline{f}_{k \mid N}^{\prime}\right)\right)\left(1-\frac{\beta \delta N}{k} \underline{f}\right)$.

Therefore, by (26) and $\eta=\beta \delta \underline{f}$, one can get

$$
\begin{gather*}
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} \leq\left(1-\frac{N \eta}{k}\right)^{2} \mathbb{E}\left[\left(1+\frac{\beta \delta N}{k}\left(\underline{f}-\underline{f}_{k \mid N}^{\prime}\right)\right)^{2}\right. \\
\left.\cdot\left\|\tilde{\theta}_{k-N}\right\|^{2}\right]+O\left(\frac{1}{k^{2}}\right) \tag{27}
\end{gather*}
$$

By (d) of Lemma 3, since $f(\cdot)$ is assumed to be locally Lipschitz continuous here, $\underline{f}(\cdot)$ is also locally Lipschitz continuous. Hence, if $\left\|\tilde{\theta}_{j}\right\| \leq j^{-\varepsilon^{\prime}}$ for $\varepsilon^{\prime}>0$ and all $j=k-N+1, \ldots, k$, then there exists $L>0$ such that $\underline{f}-\underline{f}_{k \mid N}^{\prime} \leq L k^{-\varepsilon^{\prime}}$, which together with Corollaries A. 1 and A. 3 in Appendix A implies that there exist positive numbers $m$ and $\varepsilon$ such that

$$
\begin{aligned}
& \mathbb{E}\left[\left(1+\frac{\beta \delta N}{k}\left(\underline{f}-\underline{f}_{k \mid N}^{\prime}\right)\right)^{2}\left\|\tilde{\theta}_{k-N}\right\|^{2}\right] \\
\leq & \left(1+\frac{\beta \delta N L}{k^{1+\varepsilon^{\prime}}}\right)^{2} \int_{\cap j=k-N+1}^{k}\left\{\left\|\tilde{\theta}_{j}\right\| \leq j^{-\varepsilon^{\prime}}\right\} \\
& \left\|\tilde{\theta}_{k-N}\right\|^{2} \mathrm{~d} \mathbb{P} \\
& +O\left(\ln k \cdot \exp \left(-m k^{1-\varepsilon}\right)\right) \\
\leq & \left(1+\frac{\beta \delta N L}{k^{1+\varepsilon^{\prime}}}\right)^{2} \mathbb{E}\left\|\tilde{\theta}_{k-N}\right\|^{2} \mathrm{~d} \mathbb{P}+O\left(\ln k \cdot \exp \left(-m k^{1-\varepsilon}\right)\right)
\end{aligned}
$$

Substituting the above estimate into (27) gives
$\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} \leq\left(1-\frac{N \eta}{k}\right)^{2}\left(1+\frac{\beta \delta N L}{k^{1+\varepsilon^{\prime}}}\right)^{2} \mathbb{E}\left\|\tilde{\theta}_{k-N}\right\|^{2}+O\left(\frac{1}{k^{2}}\right)$.
Therefore, we have
$\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} / \prod_{i=1}^{k}\left(1+\frac{\beta \delta N L}{i^{1+\varepsilon^{\prime}}}\right)^{2}$
$\leq\left(1-\frac{N \eta}{k}\right)^{2} \mathbb{E}\left\|\tilde{\theta}_{k-N}\right\|^{2} / \prod_{i=1}^{k-N}\left(1+\frac{\beta \delta N L}{i^{1+\varepsilon^{\prime}}}\right)^{2}+O\left(\frac{1}{k^{2}}\right)$.
Then, by Lemma A.5, one can get

$$
\mathbb{E}\left\|\tilde{\theta}_{k}\right\|^{2} / \prod_{i=1}^{k}\left(1+\frac{\beta \delta N L}{i^{1+\varepsilon^{\prime}}}\right)^{2}= \begin{cases}O\left(\frac{1}{k}\right), & \eta>\frac{1}{2} \\ O\left(\frac{\ln k}{k}\right), & \eta=\frac{1}{2} \\ O\left(\frac{1}{k^{2 \eta}}\right), & \eta<\frac{1}{2}\end{cases}
$$

Due to the boundedness of $\prod_{i=1}^{\infty}\left(1+\frac{\beta \delta N L}{i^{1+\varepsilon^{\prime}}}\right)^{2}$, (25) is proved.

Remark 16. By Theorem 6, the mean square convergence rate of the SA-based algorithm achieves $O(1 / k)$ when properly selecting the coefficient $\beta$. By [34], the Cramér-Rao lower bound for estimating $\theta$ based on binary observations $s_{1}, \ldots, s_{k}$ is

$$
\sigma_{C R}^{2}\left(s_{1}, \ldots, s_{k}\right)=\left(\sum_{i=1}^{k} \frac{f_{i}^{2}}{F_{i}\left(1-F_{i}\right)} \phi_{i} \phi_{i}^{\top}\right)^{-1}=O\left(\frac{1}{k}\right)
$$

Besides, for the identification problem of MA systems with accurate observations and Gaussian noises, the least square algorithm generates a minimum variance estimate ([40], Theorem 4.4.2). And, the mean square convergence rate of the recursive least square algorithm is $O(1 / k)$. Therefore, $O(1 / k)$ is the best mean square convergence rate in theory of the
identification problem of the binary-valued MA systems and even accurate ones.
Remark 17. In the multiple threshold case, when properly selecting the coefficient $\beta$, the almost sure and mean square convergence rates of the SA-based algorithm are also $O(\sqrt{\ln \ln k / k})$ and $O(1 / k)$, respectively. The analysis is similar to the binary observation case.
Remark 18. From Theorems 5 and 6, we learn that the almost sure and mean square convergence rates are influenced by the step-size, inputs, and the threshold. Here we give intuitive explanations:
i) The step-size coefficient $\beta$ influences the convergence rates. If we adopt a small step-size $\beta$, then the algorithm updates the estimate at a slow rate.
ii) Excitations of $\left\{\phi_{k}, k \geq 1\right\}$ also affect the convergence rates. If $\delta$ in (3) is large, then $\left\{y_{k}, j \geq 1\right\}$ provides rich information on $\theta$ from every direction, which causes good effectiveness of the algorithm.
iii) The threshold $C$ is another factor influencing the convergence rates. If the threshold $C$ is too high or too low, then $s_{k}$ may have always the same value, which causes poor effectiveness of the algorithm.
Besides, given $\left\{\phi_{k}, k \geq 1\right\}$, the upper bound $M$ does not influence the actual convergence rate of the algorithm, but only influences the estimation on the convergence rates. If $M$ is too large, then we have less information on $\left\{\phi_{k}, k \geq 1\right\}$ for estimating the convergence rates, which may lead to an unsatisfactory estimation on the convergence rates.

## V. Numerical simulation

A numerical simulation will be performed in the section to verify Theorems 3, 5 and 6.

Consider an MA system $y_{k}=\phi_{k}^{\top} \theta+d_{k}$ with binary-valued observation

$$
s_{k}=I_{\left\{y_{k} \leq C\right\}}= \begin{cases}1, & y_{k} \leq C \\ 0, & y_{k}>C\end{cases}
$$

where the unknown parameter $\theta=[3,-1]^{\top}$, the threshold $C=1$, and $d_{k}$ is i.i.d. Gaussian noise with variance $\sigma^{2}=$ 25 and zero mean. The regressed function of inputs $\phi_{k}=$ $\left[u_{k}, u_{k-1}\right]^{\top}$ is generated by $u_{3 i}=-1+e_{3 i}, u_{3 i+1}=2+$ $e_{3 i+1}, u_{3 i+2}=1+e_{3 i+2}$ for natural number $i$, where $e_{k}=$ $0.1 \sin (\ln (k+1))$. It can be verified that the input follows Assumption 1 with $M=2.38, N=3$ and $\delta=1.42$.

In the simulation, set $\beta=20, k_{0}=20$, and the initial value $\hat{\theta}_{k_{0}}=[1,1]^{\top}$. Figure 1(a) shows a trajectory of $\hat{\theta}_{k}$. Figure 1(b) gives the box-plots of $\hat{\theta}_{k}$ in 200 repeated experiments. The figures demonstrate the convergence of Algorithm (5).
Remark 19. We set $\beta=20$ to have $\eta>1 / 2$. When $k_{0}=0$, large $\beta$ causes large step-sizes in first few steps. Due to the randomness of $\left\{s_{k}\right\}$, the estimate $\hat{\theta}_{k}$ may run away from the true value $\theta$ after first few steps of iterations. Then, it will takes much more time to reduce the estimation error. To avoid this situation, we should adjust the starting point $k_{0}$ according the selection of $\beta$. In the simulation, we set $k_{0}=20$.


Fig. 1. Convergence of Algorithm (5).

Note that $\eta$ is about 0.53 . Then, by Theorem 5, Algorithm (5) achieves the almost sure convergence rate of $O(\sqrt{\ln \ln k / k})$. Figure 2 shows that the trajectory of $k\left\|\tilde{\theta}_{k}\right\|^{2} / \ln \ln k$ is bounded, which consists with the almost sure convergence rate of $O(\sqrt{\ln \ln k / k})$.


Fig. 2. The trajectory of $\boldsymbol{k}\left\|\tilde{\boldsymbol{\theta}}_{\boldsymbol{k}}\right\|^{2} / \ln \ln \boldsymbol{k}$.
By Theorem 6, Algorithm (5) achieves the mean square
convergence rate of $O(1 / k)$. Figure 3 illustrates that the average of the 200 trajectories of $k\left\|\tilde{\theta}_{k}\right\|^{2}$ is bounded, which consists with the mean square convergence rate of $O(1 / k)$.

Besides, by Theorem 6, the step-size $\beta$ influences the mean square convergence rate. Figure 4 shows the empirical mean square convergence rate under the case of $\beta=20$ is faster than that under the case of $\beta=1$.

It will be an interesting problem to consider the situation where the distribution used in Algorithm (5) is different from the actual noise distribution. When the distribution used in Algorithm (5) is Gaussian with variance 20 and zero mean, but the actual noise variance is 25 , Figure 5 shows that the estimation error is bounded.


Fig. 3. The trajectory of $k\left\|\tilde{\boldsymbol{\theta}}_{k}\right\|^{\mathbf{2}}$ in 200 repeated experiments.


Fig. 4. Empirical mean square convergence rates under different $\boldsymbol{\beta}$.

## VI. Conclusion

The paper investigates the identification problem of binaryvalued MA systems with uniformly persistently exciting inputs. An SA-based algorithm without projection is proposed to identify the unknown parameter. The algorithm appears to be the first online identification method for binary-valued systems whose implementation does not rely on projections or truncations. When properly selecting the coefficients, the almost sure convergence rate of the SA-based algorithm is $O(\sqrt{\ln \ln k / k})$, and the mean square convergence rate is


Fig. 5. The trajectory of $\left\|\tilde{\boldsymbol{\theta}}_{k}\right\|^{2}$ for the wrong variance case.
$O(1 / k)$. Both the convergence rates are the best for the identification problem of binary-valued systems. Moreover, an auxiliary stochastic process named SPAO is constructed for the effectiveness analysis.

Here we give some topics for future research. Firstly, the design of the step-size $\rho_{k}$ is left as an open question. How can we design a dynamic $\rho_{k}$ to allow the convergence rates to be the best automatically, and how can we design $\rho_{k}$ to make the identification algorithm achieve the Cramér-Rao lower bound asymptotically? Secondly, can the algorithm be extended to other general forms of systems, such as the infinite impulse response system? And thirdly, how can we design system control laws to regulate the system performance using the SAbased algorithm?

## Appendix A <br> LEMMAS AND THE PROOFS

Proof of Lemma 1. The lemma can be indicated by Theorem 5.5.1 of [41]. We transfer the problem first.

Firstly, we claim that it is sufficient to prove that there exists $m>0$ such that $\mathbb{P}\left\{\left\|w_{k}\right\|>k^{-\varepsilon}\right\}=$ $O\left(\exp \left(-m k^{1-2 \varepsilon}\right)\right)$. This is because $\sum_{j=k}^{\infty} \exp \left(-m j^{1-2 \varepsilon}\right)=$ $O\left(k^{2 \varepsilon} \exp \left(-m k^{1-2 \varepsilon}\right)\right)=O\left(\exp \left(-m k^{1-2 \varepsilon} / 2\right)\right)$.

Secondly, we claim that it is sufficient to prove that for any $i \in\{1,2, \ldots, n\}, w_{k, i}$ satisfies $\mathbb{P}\left\{\left|w_{k, i}\right|>k^{-\varepsilon} / \sqrt{n}\right\}=$ $O\left(\exp \left(-m k^{1-2 \varepsilon}\right)\right)$, where $w_{k, i}$ is the $i$-th component of $w_{k}$. This is because $\left\{\left\|w_{k}\right\|>k^{-\varepsilon}\right\} \subseteq \cup_{i}\left\{\left|w_{k, i}\right|>k^{-\varepsilon} / \sqrt{n}\right\}$, which implies

$$
\mathbb{P}\left\{\left\|w_{k}\right\|>k^{-\varepsilon}\right\} \leq \sum_{i=1}^{n} \mathbb{P}\left\{\left|w_{k, i}\right|>k^{-\varepsilon} / \sqrt{n}\right\}
$$

The transformation has been finished. And, now we show the converted problem is a corollary of Theorem 5.5.1 of [41].
Lemma A. 1 ([41], Theorem 5.5.1). Assume that
i) $\left\{X_{k}, k \geq 1\right\}$ is a sequence of independent random variables;
ii) $\mathbb{E} X_{k}=0$ and $\left|X_{k}\right| \leq \bar{X}<\infty$;
iii) $S_{k}=\sum_{i=1}^{k} X_{i}, \sigma_{k}=\sqrt{\operatorname{var}\left(S_{k}\right)}$.

Then

$$
\mathbb{P}\left\{\frac{S_{k}}{\sigma_{k}}>d_{k}\right\}<\max \left\{\exp \left(-\frac{d_{k}^{2}}{4}\right), \exp \left(-\frac{d_{k} \sigma_{k}}{4 \bar{X}}\right)\right\}
$$

Set $X_{k, i}=\beta \phi_{k, i}\left(F_{k}-s_{k}\right), S_{k, i}=\sum_{j=1}^{k} X_{j, i}, \sigma_{k, i}=$ $\sqrt{\operatorname{var}\left(S_{k, i}\right)}$ and $d_{k, i}=k^{1-\varepsilon} / \sigma_{k, i} \sqrt{n}$, where $\phi_{k, i}$ is the $i$-th component of $\phi_{k}$. Then, by Lemma A.1,

$$
\begin{aligned}
& \mathbb{P}\left\{w_{k, i}>\frac{k^{-\varepsilon}}{\sqrt{n}}\right\}=\mathbb{P}\left\{\frac{S_{k, i}}{\sigma_{k, i}}>d_{k, i}\right\} \\
< & \max \left\{\exp \left(-\frac{d_{k, i}^{2}}{4}\right), \exp \left(-\frac{d_{k, i} \sigma_{k, i}}{4 \bar{X}}\right)\right\} \\
= & \max \left\{\exp \left(-\frac{k^{2-2 \varepsilon}}{4 n \sigma_{k, i}^{2}}\right), \exp \left(-\frac{k^{1-\varepsilon}}{4 \bar{X} \sqrt{n}}\right)\right\} .
\end{aligned}
$$

Noting that

$$
\sigma_{k, i}^{2}=\operatorname{var}\left(S_{k, i}\right)=\sum_{j=1}^{k} \operatorname{var}\left(X_{j, i}\right) \leq 4 \bar{X}^{2} k
$$

then $\exp \left(-k^{2-2 \varepsilon} / 4 n \sigma_{k, i}^{2}\right) \leq \exp \left(-k^{1-2 \varepsilon} / 16 n \bar{X}^{2}\right)$. Therefore, there exists $m_{+}>0$ such that $\mathbb{P}\left\{w_{k, i}>k^{-\varepsilon} / \sqrt{n}\right\}=$ $O\left(\exp \left(-m_{+} k^{1-2 \varepsilon}\right)\right)$.
$\mathbb{P}\left\{w_{k, i}<-k^{-\varepsilon} / \sqrt{n}\right\}$ can be similarly analyzed.
Combining the two consequences, the converted problem is thereby proved. That is to say, we get Lemma 1.
Proof of Lemma 3. (a) For $x_{1} \geq x_{2}$, one can get

$$
\begin{aligned}
\underline{f}\left(x_{1}\right) & =\sup _{z>M\|\theta\|+x_{1}} \inf _{t \in[C-z, C+z]} f(t) \\
& \leq \sup _{z>M\|\theta\|+x_{2}} \inf _{t \in[C-z, C+z]} f(t)=\underline{f}\left(x_{2}\right) .
\end{aligned}
$$

Therefore, $\underline{f}(\cdot)$ is non-increasing.
Due to the monotonicity of $\underline{f}(\cdot), \sup _{x>\chi} \underline{f}(x)$ is the right limit of $\underline{f}(\cdot)$ at the point $\chi$. Then, $\underline{f}(\cdot)$ is right continuous because

$$
\begin{aligned}
\sup _{x>\chi} \underline{f}(x) & =\sup _{x>\chi} \sup _{z>M\|\theta\|+x} \inf _{t \in[C-z, C+z]} f(t) \\
& =\sup _{z>M\|\theta\|+\chi} \inf _{t \in[C-z, C+z]} f(t)=\underline{f}(\chi) .
\end{aligned}
$$

(b) Since $\underline{f}(\cdot)$ is right continuous and only defined on $[0, \infty)$, we have $\lim _{x \rightarrow 0} f(x)=\underline{f}(0)=\underline{f}$.
(c) By (14), we have

$$
\begin{aligned}
\underline{f}(x) & \leq \sup _{z \geq M\|\theta\|+x} \inf _{t \in[C-z, C+z]} f(t) \\
& =\inf _{t \in[C-M\|\theta\|-x, C+M\|\theta\|+x]} f(t)
\end{aligned}
$$

(d) We firstly prove $g(z)=\inf _{t \in[C-z, C+z]} f(t)$ is locally Lipschitz continuous on $z \geq 0$. Since $f(t)$ is locally Lipschitz continuous, for any given $z_{0} \geq 0$, there exist $\delta_{1}>0$ and $K_{1}>0$ such that

$$
\begin{equation*}
\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right| \leq K_{1}\left|t_{1}-t_{2}\right| \tag{A.1}
\end{equation*}
$$

for all $t_{1}, t_{2} \in\left(C+z_{0}-\delta_{1}, C+z_{0}+\delta_{1}\right)$ and $t_{1}, t_{2} \in(C-$ $\left.z_{0}-\delta_{1}, C-z_{0}+\delta_{1}\right)$.

Consider $z_{1}, z_{2} \in\left(z_{0}-\delta_{1}, z_{0}+\delta_{1}\right) \cap[0, \infty)$.
If $z_{1}=z_{2}$, then $g\left(z_{2}\right)-g\left(z_{1}\right)=0$.
If $z_{1} \neq z_{2}$, then without the loss of generality, consider $z_{1}>z_{2}$, which implies $g\left(z_{1}\right)=\inf _{t \in\left[C-z_{1}, C+z_{1}\right]} f(t) \leq$ $\inf _{t \in\left[C-z_{2}, C+z_{2}\right]} f(t)=g\left(z_{2}\right)$. Hence, $\left|g\left(z_{1}\right)-g\left(z_{2}\right)\right|=$
$g\left(z_{2}\right)-g\left(z_{1}\right)$. By the definition of infimum [39], there exists $\tau_{1} \in\left[C-z_{1}, C+z_{1}\right]$ such that

$$
\begin{equation*}
g\left(z_{1}\right)=\inf _{t \in\left[C-z_{1}, C+z_{1}\right]} f(t) \geq f\left(\tau_{1}\right)-\left(z_{1}-z_{2}\right) \tag{A.2}
\end{equation*}
$$

When $\tau_{1} \in\left[C-z_{2}, C+z_{2}\right]$,

$$
g\left(z_{2}\right)-g\left(z_{1}\right) \leq f\left(\tau_{1}\right)-f\left(\tau_{1}\right)+z_{1}-z_{2}=z_{1}-z_{2}
$$

When $\tau_{1} \in\left[C-z_{1}, C-z_{2}\right)$, set $\tau_{2}=C-z_{2}$. Therefore, $\tau_{2}-\tau_{1} \leq z_{1}-z_{2}$, and

$$
\tau_{1}, \tau_{2} \subseteq\left[C-z_{1}, C-z_{2}\right] \subseteq\left(C-z_{0}-\delta_{1}, C-z_{0}+\delta_{1}\right)
$$

which together with (A.1) and (A.2) implies

$$
\begin{gather*}
g\left(z_{2}\right)-g\left(z_{1}\right) \leq f\left(\tau_{2}\right)-f\left(\tau_{1}\right)+\left(z_{1}-z_{2}\right) \\
\leq K_{1}\left(\tau_{2}-\tau_{1}\right)+\left(z_{1}-z_{2}\right) \leq\left(K_{1}+1\right)\left(z_{1}-z_{2}\right) \tag{A.3}
\end{gather*}
$$

When $\tau_{1} \in\left(C+z_{2}, C+z_{1}\right]$, set $\tau_{2}=C+z_{2}$. Then, (A.3) can be obtained similar to the case of $\tau_{1} \in\left[C-z_{1}, C-z_{2}\right)$.

Therefore, $g(z)$ is locally Lipschitz continuous on $z \geq 0$.
Now we further prove that $\underline{f}(x)=\sup _{z>M\|\theta\|+x} g(z)$ is also local Lipschitz continuous on $x \geq 0$. Since $g(z)$ is locally Lipschitz continuous, for any given $x_{0} \geq 0$, there exist $\delta_{2}>0$ and $K_{2}>0$ such that

$$
\begin{equation*}
\left|g\left(z_{1}\right)-g\left(z_{2}\right)\right| \leq K_{2}\left|z_{1}-z_{2}\right| \tag{A.4}
\end{equation*}
$$

for all $z_{1}, z_{2} \in\left(M\|\theta\|+x_{0}-\delta_{2}, M\|\theta\|+x_{0}+\delta_{2}\right) \cap[0, \infty)$.
Consider $x_{1}, x_{2} \in\left(x_{0}-\delta_{2}, x_{0}+\delta_{2}\right) \cap[0, \infty)$.
If $x_{1}=x_{2}$, then $\underline{f}\left(x_{1}\right)-\underline{f}\left(x_{2}\right)=0$.
If $x_{1} \neq x_{2}$, then without loss of generality, consider $x_{1}>x_{2}$, which together with (a) of this lemma implies $\left|\underline{f}\left(x_{1}\right)-\underline{f}\left(x_{2}\right)\right|=\underline{f}\left(x_{2}\right)-\underline{f}\left(x_{1}\right)$. By the definition of supremum [39], there exists $v_{2} \in\left(M\|\theta\|+x_{2}, \infty\right)$ such that

$$
\begin{equation*}
\underline{f}\left(x_{2}\right)=\sup _{z>M\|\theta\|+x_{2}} g(z) \leq g\left(v_{2}\right)+\left(x_{1}-x_{2}\right) \tag{A.5}
\end{equation*}
$$

When $v_{2} \in\left(M\|\theta\|+x_{1}, \infty\right)$,

$$
\underline{f}\left(x_{2}\right)-\underline{f}\left(x_{1}\right) \leq g\left(v_{2}\right)+\left(x_{1}-x_{2}\right)-g\left(v_{2}\right) .
$$

When $v_{2} \in\left(M\|\theta\|+x_{2}, M\|\theta\|+x_{1}\right]$, set

$$
v_{1}=\min \left\{M\|\theta\|+2 x_{1}-x_{2}, M\|\theta\|+\frac{x_{1}+x_{0}+\delta_{2}}{2}\right\} .
$$

Therefore, $v_{1}>M\|\theta\|+x_{1} \geq v_{2}, v_{1}-v_{2}<2\left(x_{1}-x_{2}\right)$, and

$$
v_{1}, v_{2} \in\left(M\|\theta\|+x_{0}-\delta_{2}, M\|\theta\|+x_{0}+\delta_{2}\right) \cap[0, \infty)
$$

which together with (A.4) and (A.5) implies

$$
\begin{aligned}
& \quad \underline{f}\left(x_{2}\right)-\underline{f}\left(x_{1}\right) \leq g\left(v_{2}\right)+\left(x_{1}-x_{2}\right)-g\left(v_{1}\right) \\
& \leq K_{2}\left(v_{1}-v_{2}\right)+\left(x_{1}-x_{2}\right) \leq\left(2 K_{2}+1\right)\left(x_{1}-x_{2}\right)
\end{aligned}
$$

Hence, $\underline{f}(\cdot)$ is local Lipschitz continuous.
Lemma A.2. Assume that $\phi_{k}$ satisfies Assumption 1 and the stochastic process $\psi_{k}$ satisfies $\left\|\psi_{k}-\psi_{k-1}\right\| \leq \Psi / k$ for some $\Psi>0$. Then,

$$
\begin{aligned}
\delta\left\|\psi_{k}\right\|^{2} \leq & \frac{1}{N} \sum_{j=k+1}^{k+N}\left(\phi_{j}^{\top} \psi_{j-1}\right)^{2}+\frac{2 N M^{2} \Psi}{k} \sum_{j=k}^{k+N-1}\left\|\psi_{j}\right\| \\
& +\frac{N^{2} M^{2} \Psi^{2}}{k^{2}}
\end{aligned}
$$

Furthermore, if $b^{\prime}>0$ and $k$ is large enough, then there is $k^{\prime} \in$ $[k+1, k+N]$ such that $\left|\phi_{k^{\prime}}^{\top} \psi_{k^{\prime}-1}\right| \geq \sqrt{\delta / 2}\left\|\psi_{k}\right\| I_{\left\{\left\|\psi_{k}\right\|>b^{\prime}\right\}}$.

Proof. The lemma is based on Assumption 1.
Because $\left\|\psi_{k}-\psi_{k-1}\right\| \leq \Psi / k,\left\|\psi_{k}-\psi_{j-1}\right\| \leq N \Psi / k$ for any $j \in[k+1, k+N]$. Therefore,

$$
\begin{aligned}
& \frac{1}{N} \sum_{j=k+1}^{k+N}\left(\phi_{j}^{\top} \psi_{j-1}\right)^{2} \\
\geq & \frac{1}{N} \sum_{j=k+1}^{k+N}\left(\phi_{j}^{\top} \psi_{k}\right)^{2}-\frac{2 N M^{2} \Psi}{k} \sum_{j=k}^{k+N-1}\left\|\psi_{j}\right\|-\frac{N^{2} M^{2} \Psi^{2}}{k^{2}} .
\end{aligned}
$$

Besides, by Assumption 1,

$$
\frac{1}{N} \sum_{j=k+1}^{k+N}\left(\phi_{j}^{\top} \psi_{k}\right)^{2}=\frac{1}{N} \sum_{j=k+1}^{k+N} \psi_{k}^{\top} \phi_{j} \phi_{j}^{\top} \psi_{k} \geq \delta\left\|\psi_{k}\right\|^{2}
$$

Thus, the first part of the lemma is proved.
As for the second part, we note that under the condition of the lemma, $\psi_{k}=O(\ln k)$. Then,

$$
\frac{2 N M^{2} \Psi}{k} \sum_{j=k}^{k+N-1}\left\|\psi_{j}\right\|+\frac{N^{2} M^{2} \Psi^{2}}{k^{2}}=O\left(\frac{\ln k}{k}\right)
$$

Hence, if $\left\|\psi_{k}\right\|>b^{\prime}$ and $k$ is sufficiently large, then one can get

$$
\frac{1}{N} \sum_{j=k+1}^{k+N}\left(\phi_{j}^{\top} \psi_{j-1}\right)^{2} \geq \delta\left\|\psi_{k}\right\|^{2}+O\left(\frac{\ln k}{k}\right)>\frac{\delta}{2}\left\|\psi_{k}\right\|^{2}
$$

which implies $\frac{1}{N} \sum_{j=k+1}^{k+N}\left(\phi_{j}^{\top} \psi_{j-1}\right)^{2}>\frac{\delta}{2}\left\|\psi_{k}\right\|^{2} I_{\left\{\left\|\psi_{k}\right\|>b^{\prime}\right\}}$ for sufficiently large $k$. Then, there exists $k^{\prime} \in[k+1, k+N]$ such that $\left(\phi_{k^{\prime}}^{\top} \psi_{k^{\prime}-1}\right)^{2} \geq \frac{\delta}{2}\left\|\psi_{k}\right\|^{2} I_{\left\{\left\|\psi_{k}\right\|>b^{\prime}\right\}}$, which verifies the second part of the lemma.

Lemma A.3. If a sequence $\left\{a_{k}\right\}$ satisfies the recursive function

$$
\begin{equation*}
a_{k} \leq a_{k-1}-\frac{D \sqrt{a_{k-1}}}{k+k_{0}} I_{\left\{a_{k-1} \geq \frac{M^{\prime}}{2}\right\}}+\nu_{k} \tag{A.6}
\end{equation*}
$$

where $D, k_{0}$ and $M^{\prime}$ are all positive, and $\sum_{k=1}^{\infty}\left|\nu_{k}\right|<M^{\prime} / 2$, then
$a_{k}<\max \left\{M^{\prime},\left[\left(\sqrt{a_{0}}-\frac{D}{2} \ln \left(\frac{k+k_{0}+1}{k_{0}+1}\right)\right)^{+}\right]^{2}+\frac{M^{\prime}}{2}\right\}$, where $x^{+}=\max \{0, x\}$.

Proof. If $a_{k}<M^{\prime}$, then the lemma is proved. Hence, we can assume that $a_{k} \geq M^{\prime}$ in the rest of the proof, which implies

$$
a_{t} \geq a_{k}-\sum_{i=t+1}^{k} \nu_{i} \geq a_{k}-\frac{M^{\prime}}{2} \geq \frac{M^{\prime}}{2}, \quad \forall t \leq k
$$

Define $a_{0}^{\prime}=a_{0}$ and $a_{t}^{\prime}=a_{t}-\sum_{i=1}^{t}\left|\nu_{i}\right|>M^{\prime} / 2-M^{\prime} / 2=$ 0 for $t \geq 1$. Then, we have

$$
\begin{aligned}
a_{t}^{\prime} & =a_{t}-\sum_{i=1}^{t}\left|\nu_{i}\right| \leq a_{t-1}-\frac{D \sqrt{a_{t-1}}}{t+k_{0}}+\nu_{t}-\sum_{i=1}^{t}\left|\nu_{i}\right| \\
& \leq a_{t-1}-\sum_{i=1}^{t-1}\left|\nu_{i}\right|-\frac{D \sqrt{\left(a_{t-1}-\sum_{i=1}^{t-1}\left|\nu_{i}\right|\right)^{+}}}{t+k_{0}} \\
& =a_{t-1}^{\prime}-\frac{D \sqrt{a_{t-1}^{\prime}}}{t+k_{0}}
\end{aligned}
$$

and hence,

$$
\begin{aligned}
a_{k}^{\prime} & <a_{k-1}^{\prime}-\frac{D \sqrt{a_{k-1}^{\prime}}}{k+k_{0}}+\frac{D^{2}}{4\left(k+k_{0}\right)^{2}} \\
& =\left(\sqrt{a_{k-1}^{\prime}}-\frac{D}{2\left(k+k_{0}\right)}\right)^{2}
\end{aligned}
$$

which implies $\sqrt{a_{k}^{\prime}}<\sqrt{a_{k-1}^{\prime}}-\frac{D}{2\left(k+k_{0}\right)}$. Therefore, by $x \leq$ $x^{+}$,

$$
\begin{aligned}
\sqrt{a_{k}^{\prime}} & <\sqrt{a_{0}^{\prime}}-\sum_{t=1}^{k} \frac{D}{2\left(t+k_{0}\right)} \\
& \leq\left(\sqrt{a_{0}}-\frac{D}{2} \ln \left(\frac{k+k_{0}+1}{k_{0}+1}\right)\right)^{+}
\end{aligned}
$$

So, we have

$$
\begin{aligned}
a_{k} & =a_{k}^{\prime}+\sum_{i=1}^{t}\left|\nu_{i}\right| \\
& <\left[\left(\sqrt{a_{0}}-\frac{D}{2} \ln \left(\frac{k+k_{0}+1}{k_{0}+1}\right)\right)^{+}\right]^{2}+\frac{M^{\prime}}{2} .
\end{aligned}
$$

The lemma is thereby proved.
Remark A.1. Lemma A. 3 ensures the uniform ultimate upper boundedness of the sequence $\left\{a_{k}\right\}$ which satisfies (A.6). Given the initial value $a_{0}$,

$$
\sqrt{a_{0}}-\frac{D}{2} \ln \left(\frac{k+k_{0}+1}{k_{0}+1}\right)<0
$$

when $k>\left(k_{0}+1\right) \exp \left(2 \sqrt{a_{0}} / D\right)-k_{0}-1$, which together with (A.7) implies $a_{k}<M^{\prime}$.
Lemma A.4. Assume that
i) $v(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuously twice differentiable nonnegative function, whose second derivative is bounded;
ii) $g_{k}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is uniformly bounded;
iii) $\nabla v(x)^{\top} g_{k}(x)$ is uniformly upper bounded, where $\nabla v(\cdot)$ is the gradient of $v(\cdot)$;
iv) the positive step-size $\rho_{k} \in \mathbb{R}$ satisfies $\lim _{k \rightarrow \infty} \rho_{k}=0$;
v) $x_{k}=x_{k-1}+\rho_{k} g_{k}\left(x_{k-1}\right)$.

Then, $v\left(x_{k}\right)=O\left(\sum_{i=1}^{k} \rho_{i}\right)$.

## Proof. From

$$
\begin{aligned}
v\left(x_{k}\right) & =v\left(x_{k-1}+\rho_{k} g_{k}\left(x_{k-1}\right)\right) \\
& =v\left(x_{k-1}\right)+\rho_{k} \nabla v\left(x_{k-1}\right)^{\top} g_{k}\left(x_{k-1}\right)+O\left(\rho_{k}^{2}\right) \\
& \leq v\left(x_{k-1}\right)+O\left(\rho_{k}\right) \leq O\left(\sum_{i=1}^{k} \rho_{i}\right),
\end{aligned}
$$

we get the lemma.
Corollary A.1. Under Assumptions 1 and 2, the estimation error of Algorithm (5) satisfies $\tilde{\theta}_{k}=O(\sqrt{\ln k})$.

Proof. Due to the finite covariance of the noise, by Markov inequality ([37], Theorem 5.1.1), when $t$ goes to $\infty$,

$$
\begin{align*}
F\left(C-\phi_{k}^{\top} \theta-t\right) & =\mathbb{P}\left\{d_{k}<C-\phi_{k}^{\top} \theta-t\right\} \\
& \leq \mathbb{P}\left\{d_{k}^{2}>\left(C-\phi_{k}^{\top} \theta-t\right)^{2}\right\} \\
& \leq \frac{\mathbb{E} d_{k}^{2}}{\left(C-\phi_{k}^{\top} \theta-t\right)^{2}}=O\left(\frac{1}{t^{2}}\right) \tag{A.8}
\end{align*}
$$

and similarly, when $t$ goes to $-\infty$,

$$
\begin{equation*}
1-F\left(C-\phi_{k}^{\top} \theta-t\right)=O\left(\frac{1}{t^{2}}\right) \tag{A.9}
\end{equation*}
$$

Set $v(x)=x^{\top} x$. Then, $\nabla v(x)=x$. By (A.8) and (A.9),

$$
\begin{aligned}
& \nabla v(x)^{\top} \phi_{k}\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} x\right)-s_{k}\right) \\
= & \phi_{k}^{\top} x\left(F\left(C-\phi_{k}^{\top} \theta-\phi_{k}^{\top} x\right)-s_{k}\right)
\end{aligned}
$$

is uniformly upper bounded. Thus, we get the corollary by Lemma A.4.
Corollary A.2. Under the condition of Lemma 2, $\psi_{k}=$ $O(\sqrt{\ln k})$.

Proof. From $\psi_{k}=\tilde{\theta}_{k}-w_{k}=O(\sqrt{\ln k})+O(1)$, we get the corollary.

Remark A.2. Corollaries A. 1 and A. 2 estimate the estimation error $\tilde{\theta}_{k}$ and SPAO $\psi_{k}$ in the worst case, respectively.
Lemma A.5. For the sequence $\left\{h_{k}\right\}$, assume that
i) $h_{k}$ is positive and monotonically increasing;
ii) $\ln h_{k}=o(\ln k)$.

Then, for non-negative real numbers $i_{0}, \eta^{\prime}$ and $\varepsilon$, and any positive integer $p$,

$$
\sum_{l=1}^{k} \prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right)^{p} \frac{h_{l}}{l^{1+\varepsilon}}= \begin{cases}O\left(\frac{h_{k}}{k^{\varepsilon}}\right), & p \eta^{\prime}>\varepsilon \\ O\left(\frac{h_{k} \ln k}{k^{\varepsilon}}\right), & p \eta^{\prime}=\varepsilon \\ O\left(\frac{1}{k^{p \eta^{\prime}}}\right), & p \eta^{\prime}<\varepsilon\end{cases}
$$

Proof. Since $i_{0} \geq 0$, one can get $\frac{l+1+i_{0}}{l}=1+\frac{i_{0}+1}{l} \leq 2+i_{0}$ and $\frac{k}{k+i_{0}} \leq 1$ for all positive integers $l$ and $k$. Then, by Lemma A. 2 in [42], we have

$$
\prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right) \leq\left(\frac{l+1+i_{0}}{k+i_{0}}\right)^{\eta^{\prime}} \leq(2+i)^{\eta^{\prime}}\left(\frac{l}{k}\right)^{\eta^{\prime}}
$$

which leads to

$$
\begin{aligned}
& \sum_{l=1}^{k} \prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right)^{p} \frac{h_{l}}{l^{1+\varepsilon}} \\
= & \sum_{l=1}^{k}\left[\prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right)\right]^{p} \frac{h_{l}}{l^{1+\varepsilon}} \\
\leq & (2+i)^{p \eta^{\prime}} \sum_{l=1}^{k}\left(\frac{l}{k}\right)^{p \eta^{\prime}} \frac{h_{l}}{l^{1+\varepsilon}}=O\left(\frac{1}{k^{p \eta^{\prime}}} \sum_{l=1}^{k} \frac{h_{l}}{l^{1+\varepsilon-p \eta^{\prime}}}\right) .
\end{aligned}
$$

Then, it suffices to estimate $\sum_{l=1}^{k} h_{l} / l^{1+\varepsilon-p \eta^{\prime}}$.
Firstly, when $p \eta^{\prime}<\varepsilon$, by $\ln h_{k}=o(\ln k)$, we have $h_{k}<k^{\left(\varepsilon-p \eta^{\prime}\right) / 2}$ for sufficiently large $k$, which implies $\sum_{l=1}^{\infty} \frac{h_{l}}{l^{1+\varepsilon-p \eta^{\prime}}}<\infty$. So, we can get

$$
\sum_{l=1}^{k} \prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right)^{p} \frac{h_{l}}{l^{1+\varepsilon}}=O\left(\frac{1}{k^{p \eta^{\prime}}}\right)
$$

Secondly, by the monotonicity of $h_{k}$, we have

$$
\begin{aligned}
\sum_{l=1}^{k} \frac{h_{l}}{l} & \leq \sum_{l=1}^{k} h_{l}(\ln l-\ln (l-1)) \\
& \leq \sum_{l=1}^{k}\left(h_{l} \ln l-h_{l-1} \ln (l-1)\right)=h_{k} \ln k
\end{aligned}
$$

Hence, when $p \eta^{\prime}=\varepsilon$, one can get

$$
\sum_{l=1}^{k} \prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right)^{p} \frac{h_{l}}{l^{1+\varepsilon}}=O\left(\frac{h_{k} \ln k}{k^{\varepsilon}}\right)
$$

Lastly, when $p \eta^{\prime}>\varepsilon$, we have

$$
\begin{aligned}
\sum_{l=1}^{k} \frac{h_{l}}{l^{1+\varepsilon-p \eta^{\prime}}} & =O\left(\sum_{l=1}^{k} h_{l}\left(l^{p \eta^{\prime}-\varepsilon}-(l-1)^{p \eta^{\prime}-\varepsilon}\right)\right) \\
& \leq O\left(\sum_{l=1}^{k}\left(h_{l} l^{p \eta^{\prime}-\varepsilon}-h_{l-1}(l-1)^{p \eta^{\prime}-\varepsilon}\right)\right) \\
& =O\left(h_{k} k^{p \eta^{\prime}-\varepsilon}\right)
\end{aligned}
$$

which implies

$$
\sum_{l=1}^{k} \prod_{i=l+1}^{k}\left(1-\frac{\eta^{\prime}}{i+i_{0}}\right)^{p} \frac{h_{l}}{l^{1+\varepsilon}}=O\left(\frac{h_{k}}{k^{\varepsilon}}\right)
$$

Remark A.3. If $h_{k}$ is constant, $p=1$ and $i_{0}=0$, then Lemma A. 5 implies Lemma 4 in [29]. Besides, if $h_{k} / \ln k$ is assumed to be monotonically decreasing, then the estimate of Lemma A. 5 is accurate.
Theorem A.1. Under the condition of Lemma 2, for any $\varepsilon \in$ $(0,1)$, there exist positive numbers $\varepsilon^{\prime}$ and $m$ such that

$$
\mathbb{P}\left\{\left\|\psi_{k}\right\|>k^{-\varepsilon^{\prime}}\right\}=O\left(\exp \left(-m k^{1-\varepsilon}\right)\right)
$$

Proof. The theorem can be proved by verifying that there exists $\varepsilon^{\prime}>0$ such that

$$
\begin{equation*}
\left\{\left\|\psi_{k}\right\| \leq k^{-\varepsilon^{\prime}}\right\} \supseteq\left\{\sup _{j \geq\left\lfloor k^{1-2 \varepsilon}\right\rfloor} j^{\varepsilon}\left\|w_{j}\right\| \leq 1\right\} \tag{A.10}
\end{equation*}
$$

By the monotonicity of $\left\{\sup _{j \geq k} j^{\varepsilon}\left\|w_{j}\right\| \leq 1\right\}$ and Theorem 1,

$$
\left\{\sup _{j \geq\left\lfloor k^{1-\varepsilon}\right\rfloor}\left\|\psi_{j}\right\|^{2}<M^{\prime}\right\} \supseteq\left\{\sup _{j \geq\left\lfloor k^{1-2 \varepsilon}\right\rfloor} j^{\varepsilon}\left\|w_{j}\right\| \leq 1\right\}
$$

Therefore, if $\sup _{j \geq\left\lfloor k^{1-2 \varepsilon\rfloor}\right.} j^{\varepsilon}\left\|w_{j}\right\| \leq 1$, then by (18) and (19), for all $j \geq\left\lfloor k^{1-\varepsilon}\right\rfloor+N$,

$$
\left\|\psi_{j}\right\| \leq\left(1-\frac{\beta \delta N}{j} \underline{f}\left(M \sqrt{M^{\prime}}\right)\right)\left\|\psi_{j-N}\right\|+O\left(\frac{1}{j^{1+\varepsilon}}\right)
$$

where $\underline{f}(\cdot)$ is defined in (14). Then, by Corollary A. 2 and Lemma A.5, $\left\|\psi_{j}\right\|$ converges at a polynomial rate. Hence, we get (A.10). Then, the theorem can be proved by Lemma 1 and the arbitrariness of $\varepsilon$.

Corollary A.3. Under the condition of Theorem 2, for any $\varepsilon>0$, there exist positive numbers $\varepsilon^{\prime}$ and $m$ such that

$$
\mathbb{P}\left\{\left\|\tilde{\theta}_{k}\right\|>k^{-\varepsilon^{\prime}}\right\}=O\left(\exp \left(-m k^{1-\varepsilon}\right)\right)
$$

Proof. By (A.10) and $\tilde{\theta}_{k}=\psi_{k}+w_{k}$, we have

$$
\begin{aligned}
\left\{\left\|\tilde{\theta}_{k}\right\|^{2} \leq k^{-\varepsilon^{\prime}}+k^{-\varepsilon}\right\} & \supseteq\left\{\left\|\psi_{k}\right\| \leq k^{-\varepsilon^{\prime}}\right\} \cap\left\{\left\|w_{k}\right\| \leq k^{-\varepsilon}\right\} \\
& \supseteq\left\{\sup _{j \geq\left\lfloor k^{1-2 \varepsilon}\right\rfloor} j^{\varepsilon}\left\|w_{j}\right\| \leq 1\right\}
\end{aligned}
$$

Then, the corollary can be proved by Lemma 1.
Remark A.4. Theorem A. 1 and Corollary A. 3 are extensions of Theorems 1 and 2, respectively.

## Appendix B Other application of SPAO

Firstly, the construction of SPAO can be applied to many online identification algorithms of binary-valued systems. For binary-valued systems with threshold $C_{k}$, a large number of recursive identification algorithms can be represented as

$$
\hat{\theta}_{k}=\hat{\theta}_{k-1}+\rho_{k} v_{k}\left(h\left(\phi_{k}, \hat{\theta}_{k-1}\right)-s_{k}\right)
$$

where $\left\{\phi_{k}, k \geq 1\right\}$ are independent regressed function of inputs, $C_{k}$ and $v_{k}$ are generated by $\left\{\phi_{j}, s_{j-1}, j \leq k\right\}$ [16][19], [30]-[34]. The step-size $\rho_{k}$ can also be matrices [33], [34].

Define $\psi_{k}=\tilde{\theta}_{k}-w_{k}$, where $\tilde{\theta}_{k}=\hat{\theta}_{k}-\theta$ is the estimation error and

$$
\begin{aligned}
w_{k} & =\rho_{k}\left(\sum_{i=1}^{k} v_{i}\left(\mathbb{E}\left[s_{i} \mid \phi_{j}, s_{j-1}, j \leq i\right]-s_{i}\right)\right) \\
& =\rho_{k}\left(\sum_{i=1}^{k} v_{i}\left(F\left(C_{i}-\phi_{i}^{\top} \theta\right)-s_{i}\right)\right)
\end{aligned}
$$

Then, one can get

$$
\begin{aligned}
\psi_{k}= & \psi_{k-1}+\rho_{k}\left(\rho_{k}^{-1}-\rho_{k-1}^{-1}\right) w_{k-1} \\
& +\rho_{k} v_{k}\left(h\left(\phi_{k}, \psi_{k-1}+w_{k-1}+\theta\right)-F\left(C_{k}-\phi_{k}^{\top} \theta\right)\right)
\end{aligned}
$$

If there is a good convergence property for $w_{k}$, then the trajectory of $\psi_{k}$ is similar to that of $\tilde{\theta}_{k}$ and that of the deterministic sequence

$$
\bar{\psi}_{k}=\bar{\psi}_{k-1}+\rho_{k} v_{k}\left(h\left(\phi_{k}, \bar{\psi}_{k-1}+\theta\right)-F\left(C_{k}-\phi_{k}^{\top} \theta\right)\right) .
$$

Therefore, we can analyze the convergence property of the algorithm through $\psi_{k}$.

Secondly, SPAO technique can be applied in the robustness analysis of Algorithm (5). If the noise distribution used in our algorithm $F(\cdot)$ is different from the true noise distribution $F_{\text {true }}(\cdot)$, then by the SPAO technique, we can prove that under the condition of Theorem 2

$$
\varlimsup_{k \rightarrow \infty}\left\|\tilde{\theta}_{k}\right\|^{2} \leq M^{\prime \prime}\left(\Delta_{F}\right), \text { a.s. }
$$

where $\Delta_{F}=\sup _{x \in \mathbb{R}}\left|F(x)-F_{\text {true }}(x)\right|$, and $M^{\prime \prime}(\cdot)$ is a positive function satisfying $\lim _{\Delta_{F} \rightarrow 0} M^{\prime \prime}\left(\Delta_{F}\right)=0$. The detailed analysis is similar to Theorem 1 , and hence, omitted here.
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